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Abstract

A Search for WIMP Dark Matter Using the First Five-Tower Run of the Cryogenic

Dark Matter Search

by

Jeffrey Peter Filippini

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Bernard Sadoulet, Chair

In recent decades astronomers and physicists have accumulated a vast array of ev-

idence that the bulk of the universe’s matter is in some non-baryonic form that remains un-

detected by electromagnetic means. This “dark matter” resides in diffuse halos surrounding

galaxies and other cosmic structures. Particle theorists have proposed a wide array of candi-

dates for its nature. One particularly promising class of candidates are Weakly Interacting

Massive Particles (WIMPs): quanta with masses of order 100 GeV/c2 and interactions

characteristic of the weak nuclear force.

The Cryogenic Dark Matter Search (CDMS) experiment seeks to directly detect

the rare elastic interactions of galactic WIMPs with terrestrial nuclei. To this end, CDMS

operates an array of crystalline Ge and Si particle detectors in Soudan Underground Lab-

oratory in northern Minnesota. These crystals are operated at millikelvin temperatures

and instrumented to measure the ionization and athermal phonons generated by each par-

ticle interaction. This combination provides a powerful two-fold discrimination against the

interactions of particles generated by radioactive decay and cosmogenic showers.

This dissertation describes the commissioning, analysis, and results of the first

WIMP-search data runs of the CDMS experiment with its full complement of 5 “Towers”

of detectors. These data represent a substantial increase in target mass and exposure over

previous CDMS results. The results of this work place the most stringent limits yet set upon

the WIMP-nucleon spin-independent cross section for WIMP masses above ∼ 44 GeV/c2,

as well as setting competitive limits on spin-dependent WIMP-nucleon interactions. This
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work also outlines the larger context of this and other probes of the WIMP theory of dark

matter, as well as some current development efforts toward a larger cryogenic experiment.

Professor Bernard Sadoulet
Dissertation Committee Chair
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Preface

The CDMS II experiment is not the work of any one person, but a collaborative

effort by more than fifty scientists and engineers spanning more than a decade. Not all

(or even most) of the work described in this dissertation is thus the author’s own. For

clarification, this preface summarizes the major threads of my own involvement with the

CDMS collaboration.

Throughout the text I have tried to properly attribute figures and key insights

generated by others. I generally avoid citations to internal notes that are not publicly

available. I apologize in advance to my colleagues and to the reader for any errors or

oversights.

Detector testing and characterization

Upon becoming a member of the Sadoulet group in January 2003, I joined the

detector testing and characterization efforts at the Berkeley test facility. As part of the de-

tector team at Berkeley I worked extensively with the Berkeley 75 µW dilution refrigerator,

carrying out the detector and Tower checkouts described in Section 5.1 over several dozen

cryogenic runs. I took part in the testing of essentially all of the 18 new ZIP detectors

added to the Soudan installation for this data run, which now fill Towers 3, 4 and 5. I also

took part in choosing the stacking order of the detectors in Towers 4 and 5, in accordance

with their radon exposures and performance at the test facilities. I also shared in the anal-

ysis of data from an extensive characterization of detector G31 (later identified as T2Z5)

with a 109Cd source in 2002. This study, described in [1, 2], made major contributions to

our understanding of the response of ZIP detectors to surface electron recoils, our primary

WIMP-search background.

After the completion of the CDMS II detector complement, I shared in the analysis
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of data from early prototype detectors for SuperCDMS. I was part of the characterization

team for tests of the first interleaved ZIP detector and the first one-inch-thick Si ZIP detector

at Berkeley, and I led the initial characterization work on the first one-inch-thick Ge ZIP.

As part of the latter, I demonstrated the increased power of phonon energy distribution

parameters (originally suggested by Vuk Mandic) for the identification of surface events in

large-format detectors.

Soudan operations

I began taking shifts at Soudan Underground Laboratory just before the com-

mencement of the first successful data run at Soudan (Run 118), and worked at the mine

for several weeks during the 2-Tower data run (Run 119) in 2004. There I learned the ropes

of the cryogenic and data acquisition systems, knowledge which proved very useful during

later CDMS runs at Soudan.

Over numerous shifts at Soudan over the next few years I participated in the

installation and commissioning of the 5-Tower data runs. I took part in a broad range of

the activities described in Chapter 5, including fridge testing, the reassembly of the fridge

tails, both installations of the cold hardware and stripline wiring, and the biasing of the

SQUID and TES channels.

Data analysis

I took part in the analysis of the Run 119 data set, focusing on advanced techniques

for rejection of surface events. I developed a discrimination technique based on χ2 tests

both without (in parallel with collaborators at UCSB) and with an energy-correction, as

described in Appendix B. This energy-corrected surface event cut was the primary analysis

for the silicon ZIPs [3].

I played a leadership role in the analysis of the Run 123 and 124 data described in

Chapter 6. I took part in much of the organization and analysis development for this run,

with particular emphasis on the following portions:

• Overall organization of the data quality cuts and definition of the WIMP-search signal

region, as well as maintenance of the official list of “good” data series for this analysis.
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• Identification of poorly-performing detector regions and development of a cut to reject

them (Section 6.4.1).

• Characterization and exclusion of periods of elevated cryocooler noise (Section 6.4.4).

• Discovery of cross-detector pileup as a source of mis-reconstructed events and devel-

opment of algorithms and cuts to defend against it (Section 6.4.5).

• Development (in collaboration with Cathy Bailey) of methods to characterize neutral-

ization and cuts to remove poorly-neutralized Ba calibration data (Section 6.3.6).

• Development of a substantially-enhanced multiplicity cut (Section 6.5.2).

• Defined ionization yield bands for nuclear and electron recoils (Section 6.5.4), as well

as the cut selecting the surface event sample used in timing cut characterization.

• Discovered the GPS timing discrepancy which afflicted the experiment in Fall 2006

(Section 6.3.7).

• Significant characterization work on timing cuts for this run.

At the conclusion of this analysis I developed the surface event background esti-

mate discussed in Section 7.2 and Appendix C, unmasked the blind analysis as described

in Section 7.3, and computed the experimental limits in Section 7.4. The main results of

this dissertation will appear in Physical Review Letters in early 2009 [4].

Scientific context

I played a substantial role in the collaboration’s connection with the broader sci-

entific context of our work. I computed our collaboration’s first limits on spin-dependent

WIMP-nucleon interactions, and was the lead author on the corresponding publication [5].

I computed the spin-independent and spin-dependent experimental limits from the work

described in this dissertation. I have also participated in dialogues with members of other

experiments and (with M. Battaglia) investigated the complementary relationships between

direct, indirect, and collider investigations of WIMP dark matter (Section 2.5).
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Chapter 1

The Dark Matter Problem

1.1 Introduction

What is the universe made of? has been a central question of science since an-

tiquity. In the late 19th century, Dmitri Mendeleev’s periodic table established a pattern

in the dizzying array of chemical elements known at the time, as well as predicting the

existence and properties of new elements. The early 20th century saw the elucidation of the

electronic structure of matter and the fundamental mechanisms behind chemistry. Ensuing

decades revealed the structure of the nucleus, the workings of the stars, and the structure

of galaxies. By the 1970’s science could claim a solid understanding of atomic matter, from

its basic constituents to some of the largest structures it forms in the universe.

This complacency has been upended in the last three decades, however, not by

laboratory investigations but largely through observations of the most distant parts of our

universe. Many independent lines of evidence now lead to the conclusion that the visible,

well-studied universe of atoms and molecules is far outmassed by a “dark universe,” whose

contents remain mysterious. Figure 1.1 shows the contents of the cosmos as inferred from

current observations: a universe dominated by “dark matter” and “dark energy,” with

the familiar protons, neutrons, and electrons of chemistry supplying less than 5% of its

total energy density. Discovering the nature of these dark components is the most pressing

question of modern cosmology.

This dissertation describes a search for the constituents of one of these mystifying

pie pieces: dark matter. “Dark matter” is the name given to matter which clumps together

under gravity and whose existence we infer solely from the effects of its gravity. Dark matter
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Figure 1.1: The present contents of the universe, as inferred from current cosmological
measurements. Plot from the NASA/WMAP science team, 2008.

may be baryonic (i.e. built from the protons, neutrons, and electrons of ordinary atomic

matter) or non-baryonic in nature, but the vast majority of it appears to be the latter. The

details of this search will be described in later chapters. In this chapter I give a very brief

introduction to the motivation for dark matter, attempting to answer a simple question:

why has something invisible become an accepted part of modern astrophysics?

1.2 ΛCDM Cosmology

Before proceeding, it is useful to review the broad outline of our current picture

of modern cosmology. A full discussion would take us very far afield of our main topic, so I

will merely focus on introducing some of the terminology used in later sections. For more

details on cosmological theory and the evidence that supports it, see any of several modern

textbooks [6, 7, 8, 9, 10].

1.2.1 Basic framework

Despite the obvious variations in the world we see around us, current evidence

suggests that the universe is homogeneous and isotropic on its very largest scales. This is

perhaps the ultimate extension of the Copernican principle that we do not live in a special

place in the cosmos. When averaged over a box gigaparsecs (Gpc) in size, one part of the

universe looks much like any other.

Though the universe does not change (on average) as we move through space, it
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does look very different from different vantage points in time. The best evidence for the

universe’s evolution is its expansion, described in the 1920s by Edwin Hubble and others.

Inspired by this, we can look for the most general possible description of the universe’s

large-scale evolution. Applying the conditions of homogeneity and isotropy to the spacetime

metric of general relativity gives the Friedmann-Robertson-Walker (FRW) metric,

ds2 = c2dt2 −R2(t)
(

dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

)
. (1.1)

In this expression, t is cosmic time, (r, θ, φ) are dimensionless comoving spherical coor-

dinates, k identifies the spatial curvature (k = 0,−1,+1 for flat, negatively-curved, or

positively-curved), and R(t) is a scale factor with dimensions of length which may evolve

over time. The choice of time variable is in general ambiguous in general relativity, but the

conditions of spatial homogeneity and isotropy choose a preferred time axis in this case.

We can see how this metric evolves with time by applying the Einstein field equa-

tions. In accordance with general relativity, the metric’s evolution depends upon the uni-

verse’s contents. Three classes of matter and energy are generally considered, each differ-

entiated by its relative values of energy density ρ and relativistic pressure p:

1. Matter: non-relativistic material with negligible relativistic pressure (p = 0). The

energy density of matter dilutes as ∼ 1/R3 as the universe expands.

2. Radiation: photons and relativistic matter (e.g. neutrinos) with positive relativistic

pressure (p = +ρc2/3). Radiation’s energy density dilutes yet faster than that of

matter (∼ 1/R4), due to relativistic effects on the radiation’s momentum.

3. Vacuum energy (Λ): energy density associated with space itself, which has negative

pressure (p = −ρc2) and does not dilute as the universe expands.

Defining a dimensionless scale factor a ≡ R/R0, where R0 is the scale factor at the present

day, the Einstein equations become the Friedmann equations:(
ȧ

a

)2

=
8πG

3
ρ− kc2

a2
(1.2)

ä

a
= −4πG

3

(
ρ+

3p
c2

)
. (1.3)

Defining the Hubble parameter H ≡ d logR
dt , we can see from Equation 1.2 that the universe

will have zero curvature (k = 0) if the energy density ρ equals a critical density ρc ≡ 3H2

8πG .
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Replacing densities and pressures with those of individual components and expressing all

densities as fractions of the critical density: Ωx ≡ ρx/ρc, we get the following more useful

forms of the Friedmann equations:

Ω− 1 =
kc2

a2H2
(1.4)

Ḣ = −H2

(
1 +

1
2

Ωm + Ωr − ΩΛ

)
. (1.5)

These equations, in combination with the scaling laws listed above (e.g. Ωm ∝ a−3), may

be solved for the evolution of the universe’s scale factor (a(t)) given boundary conditions

at the present day indicated by “0” subscripts: a0 = 1, H0, Ω0,m, Ω0,r, Ω0,Λ. These values

constitute the basic parameters of our cosmological model.

A few general comments are in order about the effects of these various components:

• If Ω = 1 today, then k = 0 and Ω = 1 throughout the universe’s history. If not, Ω→ 1

as time advances.

• The contributions of the three components depends differently upon a, so the balance

between them varies with time. Radiation dominates the universe’s evolution at very

early times, while vacuum energy (if it exists) dominates at very late times.

• When positive vacuum energy dominates the universe’s total energy density, the scale

factor increases exponentially with time. The scale factor’s rate of change (the Hubble

parameter) decreases with time when other components dominate.

Within this framework, it is often convenient to measure cosmological time in

terms of the scale factor. This is useful because many attributes of the universe – e.g.

its temperature and density – depend directly upon the scale factor, while varying the

contents of our model of the universe will change the correspondence a(t). The scale factor

is most easily observed through its effects on electromagnetic radiation: light emitted with

a wavelength λ1 at a time when the scale factor was a1 will be observed at a wavelength

λ2 = λ1
a2
a1

when the scale factor reaches a2. This relation is often expressed in terms of the

cosmological redshift, z ≡ a−1, ranging from z = 0 at the present day back to z →∞ at the

Big Bang. Cosmological redshift can be determined directly from the observed frequencies

of features in the spectra of astrophysical objects. Such measurements are the primary

method by which very distant objects are located in space and time.
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1.2.2 Contents

The modern concordance model of cosmology is known as ΛCDM cosmology, for

“Λ cold dark matter”. Here Λ symbolizes the cosmological constant, the simplest form of

vacuum energy or “dark energy.” This model describes a universe with Ω ≈ 1, strongly

dominated today by contributions Ω0,m and Ω0,Λ. The term “cold” indicates that the bulk

of the universe’s matter was non-relativistic during the formation of large-scale structure.

0.0 0.5 1.0
0.0

0.5

1.0

1.5

FlatBAO

C
M

B

SNe



Supernova Cosmology Project

Kowalski, et al., Ap.J. (2008)

m

Union 08
SN Ia 

compilation

Figure 1.2: Current constraints on the normalized matter density (Ωm ≡ ρm/ρc, where ρm
is the matter density and ρc is the critical density) and normalized dark energy density (ΩΛ)
of the universe. Colored regions represent 1σ, 2σ, and 3σ confidence regions from current
measurements of Type Ia supernovae (SNe), the cosmic microwave background (CMB), and
baryon acoustic oscillations (BAO). Figure from [11].

This framework is supported by a wide variety of measurements. Figure 1.2 shows

a recent illustration of the agreement between three very different classes of measurement:

studies of the cosmic microwave background, observations of baryon acoustic oscillations

in the galaxy cluster distribution, and observations of distant Type Ia supernovae. Taken

togethe, these observations describe a consistent set of cosmological parameters: Ω0,b =

0.0456±0.0015 (baryonic matter), Ω0,cdm = 0.228±0.013 (cold, non-baryonic dark matter),
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and Ω0,Λ = 0.726± 0.015 (dark energy) [12].

1.2.3 Thermal history

Within this model, cosmologists have developed a detailed understanding of the

universe’s thermal history, from the Big Bang to the present day. I list a few highlights

below:

1. The universe’s current expansion seems to have originated in the Big Bang, an event

some 13.7 billion years ago. The entire visible universe is believed to have originated

in a tiny (a ≈ 0), hot region.

2. Some 10−34 seconds after the Big Bang, the universe is thought to have undergone

a period of rapid expansion known as inflation [13]. The universe expanded rapidly

by a factor of at least e50 during this period, smoothing out any initial variations

and leaving the flat (Ω = 1), homogeneous, and isotropic universe we see today. This

expansion is believed to have come from a temporary dominance by the vacuum energy

of some quantum field (the “inflaton”), though the detailed phenomenology of this

field is not known. After the end of inflation, the decay of the inflaton reheated the

universe to a hot state. Quantum fluctuations of the inflaton field gave rise to the

small inhomogeneities that generated today’s large-scale structure.

3. After ∼ 1 second, the universe cooled enough for the decoupling of neutrinos from

the primordial thermal bath. This occurs when the expansion rate of the universe

rendered neutrino annihilation inefficient, freezing the comoving neutrino density at

a value far above its thermal relic density. The modern cosmological neutrino density

(still undetected) was set at this time, determined by the thermal density at the time

when

4. Some ∼ 1 minute after the Big Bang, the universe became cool enough to allow

the efficient fusion of free protons and neutrons into light nuclei, notably deuterium,

helium, and lithium. The bulk of the universe’s supplies of these elements was created

at this time, in the process of Big Bang nucleosynthesis.

5. Almost ∼ 400, 000 years (z ≈ 1000), the cosmos cooled enough to allow atomic hydro-

gen to form from free protons and electrons. This drastically reduced the universe’s
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optical depth, rendering it essentially transparent until the present day. The black-

body radiation which last scattered in this era, now redshifted into the microwave

band, is visible today as the cosmic microwave background. The contribution of mat-

ter to the universe’s energy density began to dominate over that of radiation around

this same time.

6. Over the course of the past few billion years, the cosmic structures we see today

formed from the gravitational collapse of slight over-densities in the universe’s

primordial energy distribution. Non-baryonic dark matter began its collapse early on,

but radiation pressure prevented baryonic matter from joining the process significantly

until after the decoupling of radiation from matter in the epoch of last scattering.

Structure formation is hierarchical in the ΛCDM cosmology: small structures form

early on, and larger structures form only later on.

7. About 4 billion year ago (z ≈ 0.4), the contribution of vacuum energy to the universe’s

energy density began to exceed that of matter. The expansion of the universe began

to accelerate, a process which continues to the present day.

1.3 Evidence for dark matter

The greatest strength of the dark matter hypothesis is that it is supported by a

variety of disparate lines of evidence. These arguments fall into three broad categories:

1. The modern universe: The present distribution of matter – visible or invisible –

can be mapped through its effects on the motions of visible objects and of light rays.

Observations on galactic and cluster scales reveal that the universe’s structures are

much more massive than can be accounted for by visible matter alone.

2. The primitive universe: In addition to its signatures in the modern universe, dark

matter’s presence has also affected the universe’s evolution. Observations of the early

universe, both indirectly through light-element abundances and more directly through

images of the cosmic microwave background, confirm the presence of dark matter and

indicate that it is primarily non-baryonic in nature.

3. The growth of structure: The universe’s composition affect the evolution of struc-

ture within it. The additional gravitation of dark matter is needed to explain the
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rapid formation history of galaxies and larger structures.

At their roots, all of these lines of reasoning are based upon gravitational effects, but each

probes very different regimes of scale and time through very different signatures. Though

loopholes may be found in any one of these, thus far no theory has satisfactorily addressed

them all without resorting to non-baryonic dark matter. I cannot do justice to the web of

observations supporting the current cosmological model in this dissertation, but I sketch

some of the more prominent supports of the dark matter hypothesis below.

1.3.1 Galactic dynamics

We can infer the total mass content of a region of space (or its excess above a

uniform background density) by observing the motions of nearby visible objects. The first

great success of this method came in 1846, with the discovery of the planet Neptune by

astronomer Johann Galle. This first observation of Neptune was directed by calculations

of Urbain Le Verrier, who had inferred its existence and position based upon observed

perturbations in the orbit of Uranus. Related techniques are used today in searches for

extrasolar planets [14], which are often found through perturbations in the motions of their

parent stars. This same general principle can be applied on a cosmological scale: the

motions of stars and galaxies carry information about the surrounding mass distributions.

Some of the clearest evidence for the existence of dark matter comes from the

rotational dynamics of spiral galaxies. A spiral galaxy such as our own consists of a central

bright bulge surrounded by a rotating disk of younger stars. Measurements of the galactic

rotation speed as a function of radius have now been conducted for many spiral galaxies.

Such measurements are based upon observed Doppler shifts in various spectral features [15],

notably the visible hydrogen spectral lines, the rotational transitions of CO, and the 21cm

HI line; the latter is particularly useful, as it is detectable at radii well outside the visible

galactic disk. Only line-of-sight velocities can be measured directly, but true velocities can

be estimated from knowledge of the disk tilt and proper motion.

If light traces the matter distribution, we would expect the orbital velocity of

galactic material to decrease as ∼ r−1/2 at radii outside the visible disk. We see in Figure

1.3, however, that observed rotation curves are remarkably flat at large radii. From New-

tonian mechanics, this behavior is consistent with a roughly spherically-symmetric mass

distribution with a total enclosed mass proportional to radius (M(≤ r) ∝ r). These data
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Figure 1.3: A superposition of rotation curves from an array of spiral galaxies, taken from
[15]. These curves are measured with a variety of techniques at different radii: CO in the
central region, optical in the disk, HI in the outer disk and halo.

suggest that the visible galaxies are embedded in substantially larger “dark matter halos,”

which extend well beyond the edge of the visible disk. Without the gravitational mass of

this halo, the disk would fly apart.

Similar arguments may be made for the more amorphous structures of dwarf and

elliptical galaxies. Rather than a rotation curve, we can infer the total mass M of these

objects (or any gravitationally-relaxed system) from the velocity dispersion of the stars and

gas composing them using the virial theorem:

2〈T 〉 = −〈V 〉 ⇒ 〈v2〉 ∼ GM
〈1
r

〉
. (1.6)

Here, too, dark matter is generally required to keep these structures gravitationally-bound,

despite the high velocities of their constituents. Studies of the dwarf satellites surrounding

our galaxy, such as that by Simon and Geha [16], place them among the most dark-matter-

dominated objects in the known universe, with mass-to-light ratios in excess of several

hundred the solar value. These high values are generally explained by inefficient star-

formation in these tenuous small systems, which are easily stripped of their gas by feedback

mechanisms based upon supernovae or stellar winds.

1.3.2 Galaxy clusters

Galaxy clusters, the largest bound structures in our universe, are also an excellent

laboratory in which to observe the effects of unseen matter. Clusters are also a useful

path to the cosmological value of Ω0,m: since they form from the gravitational collapse of
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relatively large regions of the early universe, clusters may be more representative of the

average composition of the universe than smaller structures.

Cluster dynamics

Dark matter at the cluster scale was first postulated by Fritz Zwicky in 1933 [17,

18]. Zwicky used the Doppler effect to measure the line-of-sight velocities of galaxies in the

Coma cluster. Based upon the galaxies’ velocity dispersion and an estimate of the cluster’s

size based upon its apparent angular size, net Doppler motion, and a (very inaccurate)

value of Hubble’s constant, Zwicky inferred a mass-to-light ratio of several hundred using

the virial theorem. Zwicky’s result was very crude and numerically-inaccurate, but modern

calculations with better data and more sophisticated techniques support the same basic

conclusion: galaxy clusters are strongly dominated by unseen matter.

X-ray emission

We can also map the gravitational potential well of clusters through emission from

hot gas trapped within that well. Only ∼ 10% of baryons within clusters are actually

gathered into stars; the vast majority remain in within the intergalactic medium, captured

in the cluster’s gravitational well. In accordance with the virial theorem and considerations

of hydrostatic equilibrium, this gas is elevated to > 106 K and emits in X-rays. Maps of

this X-ray emission by instruments like the Chandra and XMM-Newton space telescopes

indicate cluster masses consistent with those from galaxy motions and gravitational lensing.

According to numerical simulations, the bulk of the universe’s baryonic matter is

not contained within clusters. Instead, much of it is bound to the “cosmic web”, the tenuous

network of dark matter threads which link galaxy clusters to one another. This “warm-hot

intergalactic medium” (WHIM) is expected to have very low densities and relatively low

temperatures (105 − 107 K), making it difficult to detect in X-ray observations. In 2008,

however, Werner and collaborators [19] announced an observation of such a gas trail between

clusters Abell 222 and Abell 223 using the XMM-Newton X-ray telescope. Assuming that

other clusters are linked by similar threads, this observation explains the gap between the

inventory of observed baryons in the universe and that inferred from nucleosynthesis and

the microwave background (see below). This further confirmation of the cosmic web also

supports the predictions of ΛCDM models of structure formation.
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Gravitational lensing

Cluster masses can also be inferred from their effect upon light rays from distant

sources [20, 21]. In the weak-field, low-velocity limit of general relativity (applicable to

essentially all astrophysical lens configurations), a region with Newtonian gravitational po-

tential Φ(x) (with boundary conditions Φ→ 0 as x→∞) has an effective refraction index

of

n(x) = 1 +
2
c2
|Φ(x)| . (1.7)

The gravitational potential well of a galaxy cluster or other massive object thus acts as a

complex lens, distorting the images of more distant galaxies or quasars. The major advan-

tage of this approach is that it provides a true map of mass overdensity, independent of

assumptions of virial equilibrium. Mass estimates from lensing cannot be biased by incom-

plete gravitational collapse, unlike estimates based on galaxy motions or X-ray emissions.

Figure 1.4: Hubble Space Telescope image of the cluster Abell 2218, showing prominent
arcs from strong gravitational lensing. Image from the Space Telescope Science Institute.

Lensing studies occur in two major regimes. If the projected mass density Σ(θ, φ) =∫
ρ(θ, φ, z) dz of the lens is sufficiently large (“strong lensing”), distant sources may be

multiply-imaged or distorted into obvious arcs or rings. Figure 1.4 shows Abell 2218, a

rich galaxy cluster surrounded by prominent lensing arcs. Kneib and collaborators [22,

23], for instance, have used these lensing arcs to estimate a mass-to-light ratio of 80-180

in solar units, depending upon the portion of the cluster under consideration. Subtler

lensing distortions are often difficult to identify, since the lensed galaxies themselves may

be elongated in an unknown manner. Nonetheless, the mass distribution of such a system

may be reconstructed using statistical correlations among the visible shapes of background

sources (“weak lensing”). Johnston and coauthors [24], for example, have performed weak
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lensing analyses of 130,000 galaxy clusters and groups identified in the Sloan Digital Sky

Survey; they find general agreement with virial cluster masses and with the overall ΛCDM

cosmology, suggesting a total matter density (with respect to the critical density) of Ω0,m ≈
0.2− 0.3.

Colliding clusters

(a) (b)

Figure 1.5: Images of the Bullet cluster (1E0657-558) overlaid with weak lensing mass
contours. (a) Optical photograph from the Hubble Space Telescope. (b) X-ray image from
the Chandra X-Ray Observatory. Taken from [25].

One particularly dramatic illustration is given by the recent observations of the

“Bullet cluster” 1E057-558, a pair of colliding clusters visible shortly after their first inter-

section. Through a multi-wavelength observational program, Clowe and coauthors [25] have

reconstructed the distribution of hot gas and of total mass in this system. Figures 1.5(a)

and 1.5(b) from their 2006 paper show the lensing mass contours overlaid on the optical and

X-ray images of the structure. The stark segregation between total matter (traced by lens-

ing) and the smaller proportion of baryonic matter (traced by the X-ray gas) is completely

consistent with the dark matter model: the collisionless dark matter halos (as well as the

galaxies themselves) have passed through one another essentially unchanged, while the two

populations of hot gas have been shocked by interactions during the collision and remain

between the two colliding structures. This segregation provides dramatic confirmation that

the bulk of a cluster’s mass is not merely gas, but is in some essentially non-collisional form.

Bradac and coauthors characterized a second such system (MACS J0025.4-1222) in 2008

[26], confirming this interpretation.
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1.3.3 Big bang nucleosynthesis

To study nature on its largest scales, we turn to observations related to the early

universe. The first of these to make a big impact was the study of the abundances of

light elements, notably deuterium, helium-3, helium-4, and lithium [27, 28]. These elements

are synthesized from free protons and neutrons in the hot early universe, during the first

few minutes after the Big Bang. Their primordial abundances depend critically upon the

conditions during the period when such fusion was possible, and in particular on the baryon-

to-photon ratio η ≡ nB/nγ × 1010. The phonon density sets the length of nucleosynthesis

through its control of the universe’s expansion rate; given equal photon densities, a greater

baryon density leads to a faster rate of fusion to 4He and fewer nucleons left over in 2H and
3He. Since the photon density is well-known from the microwave background’s temperature,

light element ratios thus provide an excellent “baryometer” with which to measure the

abundance of ordinary matter.

Deuterium is the most powerful of these baryometers. Deuterium is a delicate

nucleus, easily destroyed within stars and therefore no longer created in the modern universe.

Since the deuterium abundance is sensitive to η and decreases with time, any measurement

of deuterium yields a direct upper limit on η. Current deuterium measurements from

quasar absorption lines [30] indicate η ≈ 5.5 [29], implying a modern baryon density of

ΩB ≈ 0.04. Ordinary, baryonic matter thus cannot constitute more than a small fraction of

the universe’s total matter density. ∼ 80% of dark matter must therefore be non-baryonic

in nature.

Nucleosynthesis data for other light nuclides are generally more difficult to inter-

pret. The primordial abundance of 3He cannot be observed because it can be produced

within stars, rendering it unsuitable as a baryometer. The lithium abundance is observable

in low-metallicity stars, but has been problematic to match to nucleosynthesis models. The

production and destruction of lithium in stars and cosmic ray collisions is not completely

understood, contributing to the significant systematic errors in Figure 1.6.

1.3.4 The cosmic microwave background

Further support for the standard cosmology, including the non-baryonic nature of

dark matter, comes from the cosmic microwave background (CMB). The CMB is the uni-

verse’s primordial blackbody radiation, last scattered when the universe became transparent
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Figure 1.6: Summary figure of primordial light-element abundances, taken from [29]. Bands
show 95% confidence level predictions from the standard cosmological model of the primor-
dial abundances of 4He, D, 3He, and 7Li as functions of the baryon-to-photon ratio during
nucleosynthesis. All abundances are number ratios to hydrogen except 4He, which is a ra-
tio by mass (YP ). Note the use of a linear scale for YP , rather than the logarithmic scale
used for the other abundances. Small boxes indicate 2σ observational ranges based upon
statistical errors, while large boxes incorporate systematic errors. Vertical bands indicate
95% confidence level ranges from the CMB and combined nucleosynthesis results.
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approximately 400,000 years after the Big Bang. Superimposed on its blackbody spectrum

at 2.73 K, the CMB has a anisotropies in temperature [31] and polarization [32] at the

∼ 10µK and ∼ 0.1µK levels, respectively. Figures 1.7 and 1.8 shows the power spectrum of

CMB fluctuations in temperature and E-mode (curl-free) polarization, as measured by the

Wilkinson Microwave Anisotropy Probe (WMAP) and other recent experiments [33, 12].

Figure 1.7: Temperature (TT) power spectrum of primary CMB anisotropies, as estimated
from the WMAP 5-year data and an assortment of observations at small angular scales.
The curve indicates the prediction of the best-fit ΛCDM cosmology. Figure taken from [33].

Figure 1.8: E-mode polarization (EE) power spectrum of primary CMB anisotropies, as
estimated from the WMAP 5-year data and an assortment of other observations. The
curve indicates the prediction of the best-fit ΛCDM cosmology. Figure taken from [33].

The microwave background’s temperature fluctuations record inhomogeneities in

the photon-baryon fluid at the era of last-scattering. These inhomogeneities can be seen as

incoherent acoustic waves in the photon-baryon fluid of the last-scattering surface, and the
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densities of baryonic and non-baryonic matter have strong effects upon these oscillations:

baryons increase the inertia of the oscillating photon-baryon fluid, while dark matter reduces

the driving effect of those oscillations upon the gravitational potential. The angular power

spectrum of the anisotropies is thus a sensitive probe of cosmological parameters, encoded

in the positions and heights of the various spectral peaks. When combined with other

cosmological measurements (to break degeneracies), current CMB data provides exceedingly

precise confirmation of the modern cosmological model.

1.3.5 Structure formation

A final argument for the existence of non-baryonic dark matter comes from at-

tempts to link our observations of the primordial universe with those of its modern config-

uration. We know that the cosmic microwave background shows anisotropies at the 10−5

level, as described in Section 1.3.4. Since photons and baryons were tightly coupled at that

era, this amounts to a snapshot of the level of baryon inhomogeneity when the universe

was only a few hundred thousand years old (z ≈ 1000). The scale factor a of the universe

has grown by a factor of ∼ 1000 since then, and today we see a wealth of galaxies and

galaxy clusters. Bright galaxies are visible back to redshifts of at least z ≈ 7.6 [34], indicat-

ing that large structures formed in the first few hundred million years after the Big Bang.

Given these snapshots of baryonic structure, we can ask: has there been sufficient time for

gravitational collapse to bring this change about?

In the standard theory of structure formation, the structures we see in the universe

today originate from quantum fluctuations in the local energy density of the inflaton field.

Regions with slightly higher energy densities than their surroundings collapsed under their

own gravity, eventually forming the seeds of galaxies and galaxy clusters. These over- and

under-densities are characterized by the density contrast field

δ(~x, t) ≡ ρ(~x, t)− ρ̄(t)
ρ̄(t)

, (1.8)

where ρ̄(t) is the universe’s mean energy density at time t. In practice, it is most convenient

to consider the statistical distribution of the density contrast at different length scales, given

by the power spectrum of δ:

δ(~k, t) ≡ 1
(2π)3/2

∫
δ(~x, t)e−i~k·~x d3~x (1.9)
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For small density contrasts (δ � 1) we can solve for the evolution of δ(~k, t) using

linear perturbation theory. The various values of ~k decouple from one another in this regime,

which lasts until δ ≈ 1. Propagation to later epochs requires numerical simulations. The

full relativistic theory of gravitational collapse in an expanding universe is beyond the scope

of this work; for a full discussion, see [6, 13, 8]. Here I give only some of the main results:

1. Radiation pressure prevents perturbations in the photon-baryon fluid from growing

significantly after their entry into the causal horizon (when ckt = 1), if they enter

during the radiation-dominated era. The photon-baryon fluid undergoes acoustic

oscillations during this period, which lasts until the baryons decouple from the photon

field at the epoch of last scattering (z ∼ 1000).

2. The density contrast in pressureless matter, e.g. dark matter, grow only logarithmi-

cally during radiation domination.

3. The dark matter density contrast begins to grow as δ ∼ a once the universe becomes

matter-dominated. The photon-baryon fluid continues to oscillate until the baryons

decouple, at which point it too can grow in proportion to a.

4. After decoupling, the baryons quickly (i.e.within a few expansion times) fall into the

existing potential wells of the dark matter perturbations.

This last step is a crucial part of the argument for dark matter. The observation

of nonlinear structure at the present day demands δ & 10−3 at z ∼ 1000, far greater

than that observed. The small anisotropies observed in the microwave background at small

scales (` ∼ 1000 corresponds to the scale of observed galaxy clusters) have not had time

to grow into the structures we see in the modern universe. Non-baryonic cold dark matter

solves this problem very neatly by decoupling the microwave background from the total

matter density. The smooth baryon distribution seen in the small-scale CMB anisotropies

rapidly coalesces onto the larger dark matter over-densities, which had more time in which

to grow. Accurate solutions to the linear perturbation problem in a universe with baryonic

matter, non-baryonic matter, and radiation demand numerical integration, but the basic

story remains.
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1.4 Candidates for dark matter

Our current model of dark matter encompasses four main facts about its nature:

1. Dark matter is predominantly non-baryonic in nature. This is supported by evidence

from nucleosynthesis and the microwave background, as described above.

2. Non-baryonic dark matter is also nearly non-interacting. This is supported by

upper limits on self-interaction from astrophysical observations (e.g. the Bullet cluster)

and terrestrial searches.

3. Dark matter must be essentially stable, or at least have a lifetime long compared to

the present age of the universe.

4. Finally, dark matter is apparently cold – that is, slow-moving. More precisely, a cold

dark matter candidate must be non-relativistic throughout the formation of large-

scale structure. The large random velocities of relativistic dark matter particles (e.g.

light neutrinos) would disrupt the hierarchical formation of large-scale structure.

Beyond these three conditions, very little about dark matter is known. In particular, the

identity of the particle or particles which constitute it remain a mystery. Numerous can-

didates have been proposed; below I give a brief listing of some of the more prominent

candidates.

1.4.1 MACHOs

Unobserved ordinary matter is the simplest candidate for dark matter. In par-

ticular, it has been suggested that compact objects of various sorts, most commonly cold

white dwarfs or black holes, could have remained undetected. These are generically referred

to as “MACHOs”, for “massive compact halo objects”. MACHOs as initially proposed are

assumed to be composed of baryonic matter, which runs afoul of constraints on the baryonic

matter density from nucleosynthesis and microwave background observations. Nonetheless,

searches for such objects serve as a consistency check on current models and a limit on the

contribution from massive, non-baryonic structures.

Gravitational microlensing is the primary search mode for such objects. A mi-

crolensing event takes the form of the temporary brightening of distant stars due to the

passage of a compact gravitational lens between source and observer. Several collaborations
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Figure 1.9: 95% confidence upper limits on the halo mass fraction f of MACHOs as a
function of log10MMACHO/M� from the EROS-1 and EROS-2 experiments. The closed
contour represents the 2000 signal claim of the MACHO collaboration [35], and all curves
are drawn under the assumptions of the S-model from that reference. Figure from [36].

have pursued this strategy, generally through long observations of stars in the nearby Mag-

ellanic Clouds. Most recently, the EROS-2 microlensing survey searched for such lensing

events among 7 million bright stars for over a large solid angle (93 deg2) toward the two

Magellanic Clouds. Their 2007 results [36] found one candidate lensing event in 6.7 years,

well below the ∼ 39 expected from a halo composed of ∼ 0.4M� objects. This result essen-

tially rules out MACHOs or other compact objects of mass 0.6 × 10−7 < M/M� < 15 as

primary constituents of the Milky Way halo, as illustrated in Figure 1.9. Compact objects

with masses outside of this range are still allowed: lighter objects produce smaller lensing

magnifications, while lensing events from heavier objects are too rare to be noticed.

1.4.2 Axions

The Lagrangian of quantum chromodynamics includes a CP-violating term which

would, if present, endow the neutron with an electric dipole moment. Experimental limits

on this dipole moment [29] force the coefficient Θ of this term to be extremely small (Θ .

10−10), when one might otherwise expect a value of order unity. In 1977 Peccei and Quinn

proposed what is still the standard solution to this “strong CP problem” [37]: a global U(1)

symmetry whose spontaneous breaking forces QCD to the CP-preserving minimum. The

axion is the pseudo-Nambu-Goldstone boson resulting from the breaking of this symmetry,
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and is a popular dark matter candidate. The axion is characterized by a coupling constant

fa with units of energy, and its mass is given by [29]

ma '
600µ eV

fa/1010 GeV
. (1.10)

Axions may be created in the early universe as a non-relativistic condensate

through the “mis-alignment” mechanism [38]. The average axion relic density is

Ωah
2 ∼

(
fa

1012 GeV

)7/6

, (1.11)

where h is the current Hubble parameter in units of 100 km/s/Mpc. This implies that an

axion of mass ma ≈ 10µeV can constitute the universe’s dark matter, while lighter axions

are cosmologically excluded. Note that axions are produced non-thermally, and so are cold

(non-relativistic) dark matter despite their very low masses.

Numerous astrophysical and laboratory constraints upon the axion have been de-

vised, ranging from limits on their effects on the cooling of hot bodies (e.g. stars and

supernovae) to searches for their effects on light propagation. The approximate reaches

of various techniques are shown in Figure 1.10. The searches most relevant to axion dark

matter are based on the Primakoff process [39], the conversion of axions to photons within

a strong magnetic field. Such experiments attempt to detect excess photons in resonant

microwave cavities within strong magnetic fields [40]. The leading such experiment at µeV

masses is ADMX [41], which has already begun to probe cosmologically-interesting axion

masses (see Figure 1.11).

1.4.3 Light neutrinos

Standard-Model neutrinos are an obvious candidate for non-baryonic dark matter,

not least because (unlike many dark matter candidates) their existence has been experimen-

tally verified. Observations of solar [42], atmospheric [43], and terrestrial [44, 45] neutrino

oscillations have confirmed that at least some neutrino flavors have mass, with the heaviest

having Mν > 0.04 eV [29]. Neutrinos must thus constitute at least some of the universe’s

non-baryonic dark matter.

The relic density of light neutrinos left behind from the early universe is deter-

mined by a process called thermal freeze-out, discussed in many standard texts [6, 7]. At

sufficiently high temperatures, neutrinos and other particles are held in thermal and chem-

ical equilibrium with the surrounding bath by a balance between the rates of annihilation



21

Figure 1.10: Approximate regions of axion parameter space excluded by various astronom-
ical and laboratory constraints (light rectangles) and accessible to current and upcoming
experiments (dark rectangles). The vertical arrow indicates the approximate range of ax-
ions with cosmologically-interesting relic densities. Figure from [29].
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Figure 1.11: Current exclusion limits on the axion-photon-photon coupling from leading
experiments in the region of axion dark matter candidates. The blue band indicates the
approximate range of model-dependence for this coupling. The dashed and dotted lines
indicate two common axion benchmark models. Figure from [29].

and of thermal production. The number density of light neutrino species i is just that given

by Fermi-Dirac statistics, with negligible mass and vanishing chemical potential:

n(eq)
νi (T ) =

3gi
4π2

ζ(3)
(
kT

~c

)3

, (1.12)

where gi is the number of internal states available to neutrino species i (gi = 2 for a

Majorana neutrino and gi = 4 for a Dirac neutrino). Equilibrium is enforced by neutrino

annihilation, for which the rate (per particle) is given by

Γνν = nν〈σννv〉, (1.13)

where σνν is the neutrino annihilation cross section, v is the relative velocity of the two

neutrinos, and the angle brackets indicate an average over the thermal ensemble. Thermal

equilibrium is only enforced so long as annihilation remains efficient within an expanding

universe, which continues so long as

Γνν & H (1.14)

As the universe expands, this condition is violated at some “freeze-out” temperature Tf .

Annihilation processes are inefficient after this point, leaving the number of neutrinos es-

sentially unchanged from freeze-out until the present day. The expansion of the universe

continues to dilute the neutrino energy density, however, as the neutrino density declines as
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n ∝ a−3 and their individual momenta decline as p ∝ a−1. Note that this argument applies

to any particle that was relativistic when it decoupled from the thermal bath.

Carrying through this calculation for neutrino annihilation gives a present-day

relic density of

Ω0,νh
2 =

3∑
i=1

(gi/2)mi

94 eV/c2
. (1.15)

Note that at least some neutrino flavors are non-relativistic today (kBT ∼ 10−4 eV), but

because their (comoving) phase space distribution was fixed at freeze-out this is essentially

irrelevant to our computation. To account for the entirety of the observed non-baryonic

dark matter, we would require
∑

imi ∼ 10 eV, at the margin of consistency with direct

bounds of mν̄e < 2 eV from observations of tritium decay [29]. Light neutrinos are also

hot dark matter, rather than cold, so they should have substantial effects on the formation

of large-scale structure. Cosmological observations constrain
∑

imi < 0.67 eV [12], thus

limiting neutrinos to no more than a few percent of the total population of non-baryonic

dark matter.

1.4.4 WIMPs

Weakly interacting massive particles (WIMPs) are a generic class of dark matter

candidate, widely regarded as among the most promising. A WIMP χ is a hypothetical

particle with mass 10 GeV . Mχc
2 . 10 TeV and coupling strengths characteristic of the

weak interactions. The strength of the WIMP hypothesis comes from a confluence between

very general considerations of cosmology and particle physics. Both lines of reasoning point

independently to the existence of such particles, as described below.

Consider a massive particle χ, in thermal and chemical equilibrium with the uni-

verse’s thermal bath soon after inflation. Following the reasoning of Section 1.4.3, such a

particle will remain in thermal equilibrium until the universe’s expansion renders annihila-

tion inefficient (Γχχ . H). A massive particle χ may be non-relativistic when this occurs,

causing its equilibrium density to be suppressed exponentially at low temperatures:

n(eq)
χ (T ) ' g

(
MχkT

2π~2

)3/2

e−
Mχc

2

kT . (1.16)

It is relatively simple to compute the relic density of a particle which is either highly

relativistic or highly non-relativistic during freeze-out, but the calculation is more complex
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in the transition region. Accurate calculations require numerical solution of the Boltzmann

equation in an expanding universe

dnχ
dt

+ 3Hnχ = −〈σχχv〉
[
(nχ)2 − (n(eq)

χ )2
]2
, (1.17)

but an approximate solution for the relic density in the relevant regime is [46]

Ωχh
2 ' 0.1 pb ·c

〈σχχv〉
. (1.18)

Figure 1.12 indicates the general character of this solution: decoupling occurs at Mχ/Tf ≈
20, with only logarithmic corrections from other particle properties, while the relic density

is determined by the thermally-average annihilation cross section at decoupling. A particle

with a larger annihilation cross section can remain in equilibrium slightly longer, leading to

further Boltzmann-suppression and a substantially lower relic density.

1 10 100 1000

0.0001

0.001

0.01

Figure 1.12: Evolution of a WIMP’s comoving number density as a function of temperature
(in units of the WIMP mass M) in the early Universe. The solid curve represents the
equilibrium abundance, while the dashed curves represent actual abundances for various
choices of velocity-weighted annihilation cross section. Figure from [6].

Equation 1.18 suggests that χ will have a relic density comparable to that observed

for non-baryonic dark matter (ΩCDMh
2 ∼ 0.1) if it has an annihilation cross section of order

a fraction of a picobarn, a typical order of magnitude for the weak cross sections. By dimen-

sional analysis, such a particle should have a mass of order (Mc2)2 ∼ σ/α2 ∼ (10 GeV)2.
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This is quite remarkable: with no detailed input from particle physics, cosmological data

points to a possible connection between dark matter and the weak nuclear force. Any sta-

ble, massive (GeV-TeV) particle interacting through the weak nuclear force would quite

naturally be the observed dark matter. Such a particle would also satisfy constraints from

large-scale structure observations, since it is cold enough not to disrupt structure formation.

For completely independent reasons, our understanding of the Standard Model of

particle physics also argues for the existence of new particles at the weak scale (∼ 100 GeV).

Electroweak symmetry breaking demands new processes at the energy scale of the W and

Z bosons, generally assumed to be a scalar (spinless) Higgs boson of MH ∼ 100 GeV/c2.

The mass of a scalar particle is subject to radiative corrections [47], however, unless yet

more particles are present which cancel those corrections. This instability is often called

the “hierarchy problem”: why is MZ � MPlanck, when radiative corrections will naturally

drive the Higgs mass (and thus the weak scale) upwards? Solutions to this problem (e.g.

supersymmetry) generally require new particles at the weak scale to limit these corrections.

If one of these new particles is stable, as it is in many models, it is a natural dark matter

candidate. This is the strength of the WIMP hypothesis: observations of the universe on its

largest and smallest scales point independently toward the WIMP theory of dark matter.

Chapter 2 discusses WIMPs and their experimental signatures in greater detail.

1.4.5 Other possibilities

In addition to the major candidates described above, countless other possibilities

have been proposed over the years to explain the apparent need for dark matter. Each

clearly represents physics beyond the Standard Model. I briefly describe a few of these

other options below, though this list is far from exhaustive.

SuperWIMPs

If we allow dark matter to be created non-thermally, then we are free to consider

candidates with much lower annihilation cross sections. Feng has dubbed such candidates

“SuperWIMPs” [48]. The gravitino – the supersymmetric partner of the graviton and the

lightest supersymmetric partner in some models – is the leading example of a SuperWIMP.

If it exists, the gravitino is a spin-3/2 particle with interactions of roughly gravitational

strength. Though the gravitino shares many attributes with the WIMPs described in Sec-
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tion 1.4.4, its “weaker than weak” interactions distinguish it from that class.

Though not a WIMP itself, in some models the gravitino can nonetheless benefit

indirectly from the same thermal production mechanism. Feng and collaborators have

proposed models in which the next-to-lightest supersymmetric partner is a neutralino or

sfermion which decays to the gravitino well after thermal freeze-out [49]. This decay process

may disrupt the predictions of Big Bang nucleosynthesis, but need not if the decay occurs

late enough (104 − 108 s in the Feng et al. models). The final gravitino density is reduced

from that of the WIMP progenitor by a factor of MG̃/MNLSP , retaining the WIMP miracle

while leaving dark matter composed of a much-less-detectable constituent. Such models

have interesting collider phenomenology, particularly in cases where a charged NLSP is

stable enough to exit a detector.

Super-heavy relics

Various theories have also been proposed which can produce dark matter can-

didates of relatively large masses, e.g. MGUT ∼ 1015 GeV/c2 or even MPlanck ∼ 1019

GeV/c2. Examples of such particles include gravitationally-generated “WIMPzillas” [50]

and non-topological solitons such as “Q-balls” [51]. Due to their large individual mass these

candidates would be vastly rarer than standard WIMPs, which may help them avoid detec-

tion. This class of candidates remains very speculative, though some astrophysical bounds

exist (e.g. [52]).

Modified gravity

Finally, perhaps the most naively-appealing explanation for these phenomena in-

volves no dark matter at all. Milgrom has suggested [53] that a modification to Newtonian

dynamics (“MOND”) at very low accelerations might replicate the observed rotation curves

of galaxies with no need for non-baryonic dark matter. In this view, dark matter is a

complication of our cosmological model to account for our ignorance of gravity at large

scales. MOND was initially an ad hoc one-parameter model, designed to fit the observed

flat rotation curve but providing no predictions for gravitational lensing or early-universe

signatures. Bekenstein has attempted to incorporate MOND-like phenomenology into a

fully relativistic tensor-vector-scalar (TeVeS) theory with additional predictive power [54].

Despite its intuitive appeal, MOND suffers difficulties at the scale of galactic clus-
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ters. It is particularly difficult to reconcile with the separation between visible and dark

matter seen in the Bullet cluster; in the MOND paradigm, baryonic mass and lensing are

expected to trace one another. Several solutions have been proposed to support MOND-

like modified gravity on the cluster scale, with particular reference to the Bullet cluster.

Angus and coauthors [55], for example, have discussed a solution in which MOND-like

modified gravity is combined with neutrino dark matter. Given a neutrino mass just low

below current upper limits (which may be addressable with the upcoming KATRIN neu-

trino experiment), they argue that MOND can replicate observations of this sort without

exotic dark matter. Nonetheless, there is a strong consensus in the astrophysics community

that non-baryonic cold dark matter best explains the wealth of cosmological observations

available to us, and is a real component of the universe in which we live.
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Chapter 2

Signatures of WIMP dark matter

As described in the previous Chapter, Weakly Interacting Massive Particles (WIMPs)

are the leading class of candidates for the constituents of dark matter. Experiments are

needed to test the WIMP hypothesis and to determine which (if any) flavor of WIMP

makes up the universe’s missing mass. After outlining some of the most prominent WIMP

candidates, this chapter discusses three major classes of experimental signatures: collider

production of WIMPs, indirect detection of WIMP annihilation, and direct detection of

WIMP scattering. I discuss the first two briefly and more fully describe the third, which is

the focus of this dissertation. I also touch upon the complementary relationships between

the various detection techniques.

In the following discussion I avoid grammatical contortions by assuming that

WIMP dark matter exists. I also frequently specialize to the case of supersymmetric dark

matter for clarity, though most of the arguments carry over to other WIMP candidates.

In particular, I will often use χ to symbolize a generic WIMP rather than just a SUSY

neutralino. In all Feynman diagrams, time progresses from left to right.

2.1 WIMP candidates

The general idea of WIMP dark matter has been described in Section 1.4.4: a

particle with mass and annihilation cross section characteristic of the weak interactions will

naturally be produced in the right quantity to account for our observations of dark matter.

The process of thermal freeze-out is well understood, and can be modeled for a variety

of candidates using various software packages, e.g. DarkSUSY [56, 57] and MicrOMEGAs
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[58, 59]. The confluence of these relic density considerations with the need for new particles

at the TeV scale is a powerful motivation for the WIMP theory of dark matter.

Within the generic WIMP framework (if it is correct), we still need to know how

the dark matter candidate fits into the larger framework of particle physics. Countless

specific dark matter candidates have been proposed over the years, each associated with

a particular theory of physics beyond the Standard Model. Below I give a brief outline

of three of the most popular frameworks for WIMP candidates: supersymmetric theories,

theories with extra spatial dimensions, and “little Higgs” theories. Though these candidates

differ substantially in many of these WIMP candidates shares the same generic experimental

signatures described later in this Chapter.

2.1.1 The hierarchy problem

In the highly successful Standard Model of particle physics [47, 60], the interactions

among the fermionic fields of nature (quarks and leptons) are mediated by spin-1 gauge

fields. Unlike the other gauge interactions of the Standard Model, the weak interactions are

mediated by massive bosons: the W± (mW = 83 GeV/c2) and Z0 (mZ = 91 GeV/c2). In

the very successful Glashow-Weinberg-Salam theory, these particles are rendered massive

by the spontaneous breaking of an SU(2)×U(1) gauge symmetry to the simpler U(1) of

electromagnetism. This symmetry is broken by the formation of a spinless, SU(2)-doublet

condensate, but the condensing field itself has thus far remained undiscovered in accelerator

experiments. The condensing field is generally taken to be a fundamental scalar field – a

Higgs boson, with mass comparable to that of the W± and Z0 – but theories also exist in

which the role of the Higgs is played by a composite particle or other construct. With the

addition of this condensate (and of neutrino mass terms), the Standard Model is in excellent

agreement with essentially all data from particle accelerators to date.

Despite its successes, the Standard Model has several problems which suggest that

it is not a final theory of nature. Perhaps the most prominent of these is the hierarchy

problem: new physics is needed at the TeV scale to stabilize the large hierarchy between

the weak (103 GeV) and Planck (1019 GeV) scales without extreme fine-tuning. The masses

of the Standard Model particles are subject to radiative corrections due to loop diagrams.

The contributions of these diagrams are formally divergent, but they become finite if we

assume that new physics will appear to regulate these loops at some high energy scale Λ
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(e.g. the Planck scale). Such corrections are not overly upsetting as long as their magnitude

depends only logarithmically upon Λ, but if they are large (e.g. proportional to a positive

power of Λ) we expect them to drive the relevant masses toward Λ. Fermion and gauge

boson masses are protected from such large corrections by chiral and gauge symmetries,

respectively, but scalar masses are unprotected by any symmetry. The Standard Model

must thus be fine-tuned to prevent the Higgs mass (and thus the W and Z masses) from

sitting near the Planck scale.

The new weak-scale particles needed to solve the hierarchy problem are natural

WIMP candidates. In fact, it is very common for the lightest new particle in such a model

to be stable, and thus an ideal constituent of dark matter. The remainder of this Section

surveys three examples of this general framework: supersymmetry, extra dimensions, and

little Higgs theories.

2.1.2 Supersymmetry

Supersymmetry (SUSY) has emerged over the past few decades as the leading can-

didate for physics beyond the Standard Model. Supersymmetric extensions to the Standard

Model also often provide very natural candidates for WIMP dark matter which are often

accessible to direct detection. Below I describe the basics of supersymmetry as it pertains

to dark matter. For further details of the theory and phenomenology of supersymmetric

theories, see for example [61, 62, 63, 64]. For a full discussion of supersymmetric dark

matter and its experimental signatures, see [46].

Superpartners

Supersymmetry is a proposed symmetry of nature between fermionic and bosonic

fields. Supersymmetric models rest upon the observation that radiative corrections due to

fermion and boson loops have opposite signs. If each fermionic degree of freedom in the

Standard Model (1 per Majorana fermion, 2 per Dirac fermion) is matched to a correspond-

ing “sfermion” of the same mass and gauge charges, their respective radiative contributions

(e.g. from the two Feynman diagrams in Figure 2.1) cancel exactly. Similar cancellations

occur if each gauge boson degree of freedom is matched to a fermion “gaugino” of the same

mass and charges.

Supersymmetry clearly must be a broken symmetry of nature, however, since no
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Figure 2.1: Loop diagrams giving radiative corrections to the Higgs boson mass from (a) a
Standard Model fermion, and (b) its scalar supersymmetric partner.

such particles have been observed. This is not a major problem, however: the “superpart-

ners” cancel out the worst of the radiative corrections even if they do not exactly match

the masses of their partners, leaving the only a logarithmic dependence on the mass differ-

ence between them. If the new partner particles have masses near the TeV scale, radiative

corrections are limited to this level and the weak scale is naturally stabilized.

Though the above justification is phenomenological, supersymmetry is not simply

an ad hoc addition of particles; it has deep formal justification as a symmetry of nature.

Supersymmetry can be thought of as the introduction of one or more “fermionic” extra

dimensions of space whose coordinates are complex Grassmann (anticommuting) numbers.

A quantum field theory developed in this “superspace” will naturally encompass bosonic

and fermionic fields with interactions constrained to avoid divergent radiative corrections.

Standard (N = 1) supersymmetry incorporates one such extra dimension, but more complex

theories with several distinct fermionic dimensions (N > 1) have also been proposed.

Supersymmetry can also resolve a long-standing difficult with formulating Grand

Unified Theories (GUTs), which unify the Standard Model gauge interactions at high en-

ergies as part of some larger gauge group [65]. For this to be true, we expect that radiative

corrections will drive the various gauge couplings to a common value at some high energy

scale. These corrections depend upon the masses and couplings of the various particles in

the theory, and for the Standard Model particles the couplings almost unify at ∼ 1015 GeV,

but not quite (see Figure 2.2). If we believe in GUTs, this suggests that new particles are

needed to alter these radiative corrections and force the couplings into agreement. The

addition of supersymmetric partners to the Standard Model particles at TeV masses alters
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the way these coupling constants run, allowing them to unify near 1016 GeV. This higher

unification scale also raises the proton lifetime sufficiently in some SUSY GUT models to

evade experimental lower limits [66, 67, 68].

Figure 2.2: Gauge coupling unification in grand unified theories (GUTs) without (left) and
with (right) TeV-scale supersymmetry. In both panels, the y-axis represents the inverse
of each gauge group’s dimensionless coupling constant (U(1)Y , SU(2)L, SU(3)c) and the
x-axis represents the base-10 logarithm of the renormalization energy scale. Figure taken
from [69].

Supersymmetry can also be promoted to a local (rather than global) symmetry

of spacetime [61], in analogy with the local gauge symmetries of the Standard Model.

Local SUSY is known as “supergravity” (SUGRA) because it naturally incorporates general

coordinate invariance, and thus contains general relativity in its low-energy limit. N = 1

SUGRA incorporates a spin-2 graviton and its spin-3/2 partner, the gravitino.

The MSSM

The simplest extension of particle physics which incorporates these ideas is the

Minimal Supersymmetric Standard Model (MSSM) [70, 71]. The MSSM adds the minimal

number of new particles necessary to incorporate the Standard Model into a supersymmetric

theory:

1. A Majorana fermion for each Standard Model gauge boson before electroweak sym-

metry breaking: b̃0, w̃0, w̃±, g̃0
i .

2. Two scalars for each Dirac fermion, representing left and right chiralities: ẽL,R, ũL,R,

etc.
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3. A second complex Higgs doublet (in addition to the one from the Standard Model)

is required to give masses to both up-type and down-type quarks. After electroweak

symmetry breaking, this introduces a rich Higgs sector: a light and heavy CP-even

neutral Higgs (h0 and H0), a CP-odd neutral Higgs (A0), and a pair of charged Higgs

scalars (H±).

4. Four Majorana fermion higgsinos, two charged and two neutral: h̃±,h̃0
1,2.

Groups of these particles with identical quantum numbers can mix to produce new physical

mass eigenstates. In the MSSM, such mixing occurs for the electroweak Majorana fermions:

• Four Majorana neutralinos χ0
i (i = 1..4), each a mixture of b̃0, w̃0, and h̃0

1,2.

• Two pairs of Majorana charginos χ±j (j = 1, 2), each a mixture of w̃± and h̃±.

R-parity

If we write down the most general supersymmetric Lagrangian with this particle

content which is invariant under the Standard Model gauge group, we obtain the usual gauge

and Yukawa interactions of the Standard Model fields, as well as a new mass parameter µ

which gives mass to the Higgs bosons. We also find several addition terms which mediate

non-Standard-Model interactions breaking baryon or lepton conservation. The naive MSSM

contains a tree-level vertex allowing an up-quark to change into a down-quark by emitting

a spositron (u → dẽ+), for example, rather than a W+ boson; this interaction is perfectly

consistent with gauge charge conservation, but the analogous Standard Model process (u 9

de+) violates angular momentum conservation. Taken together, these new interactions

would permit tree-level proton decay through processes like those shown in Figure 2.3.

Such processes are suppressed only by the TeV-scale masses of the superpartners, leading

to proton decay rates far in excess of current experimental limits. To satisfy experimental

constraints, a realistic theory of low-energy supersymmetry must thus remove (or at least

strongly suppress) these new processes.

Nearly all practical supersymmetry models eliminate rapid proton decay by intro-

ducing a new discrete symmetry of nature called R-parity. An MSSM particle’s R-parity

can be expressed as:

R = (−1)2j+3B+L, (2.1)
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Figure 2.3: Example of a tree-level proton decay process p → π0e+ in the naive MSSM.
Both vertices in this diagram violate R-parity (see text), so this process is forbidden in
realistic supersymmetric models.

where j is the particle spin, B is its baryon number (1/3 for quarks and squarks, -1/3 for

their antiparticles, 0 for others) and L is its lepton number (+1 for leptons and sleptons, -1

for their antiparticles, 0 for others). All Standard Model particles and Higgs bosons have an

R-parity of +1, while their supersymmetric partners have an R-parity of −1. If R-parity is

conserved, all of the MSSM’s B- and L-violating couplings (and the associated rapid proton

decay processes) are eliminated. Furthermore, this renders the lightest supersymmetric

partner (LSP) absolutely stable, since the lightest R = −1 particle cannot decay without

violating R-conservation.

Supersymmetry breaking

In order to match experiment, we need to break supersymmetry in the model

above. In the MSSM we do not attempt to explain SUSY-breaking from first principles,

but merely to describe the low-energy effective field theory after it is broken. The MSSM

thus augments the supersymmetric Lagrangian with the most general set of interactions

which break supersymmetry without re-introducing the Λn divergences that supersymmetry

was introduced to eradicate in the first place. These “soft” SUSY-breaking terms encom-

pass gaugino masses, scalar masses, and trilinear couplings among the various scalar fields.

All told, the full MSSM contains more than 100 new free parameters – masses, trilinear

couplings, various mixing angles, and CP-violating phases – beyond those of the Standard

Model. Most of these parameters are in the soft terms, and so are presumably inter-related

by the detailed physics of SUSY-breaking. Without an understanding of the SUSY-breaking

mechanism, however, we must treat these as free parameters.
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Constrained models

Due to the vast number of free parameters in the MSSM, phenomenological studies

of supersymmetry are generally carried out in restricted subspaces of this parameter space.

The most popular of these is the constrained MSSM (CMSSM), sometimes called “minimal

supergravity” (mSUGRA) [72]. This model imposes a series of strong constraints inspired

by GUTs and theories of gravity-mediated SUSY-breaking:

• All scalar masses unify to a common value M0 at the GUT scale. Radiative corrections

separate these masses at lower energies.

• Similarly, all gaugino masses unify to a common value M1/2 at the GUT scale. To

lowest-order, this causes the gaugino masses to run with renormalization scale in

proportion to their respective coupling constants:

M1

α1
=
M2

α2
=
M3

α3
∝M1/2. (2.2)

This generically forces the gluino to be the heaviest of the gauginos and the bino the

lightest, with M1 : M2 : M3 ∼ 1 : 2 : 7.

• All trilinear couplings take a common value A0 at the GUT scale.

• All CP-violating phases beyond those in the Standard Model vanish.

• Electroweak symmetry is broken by radiative corrections to the Higgs potential, fol-

lowing the Coleman-Weinberg mechanism [73].

After imposing these constraints, the entire SUSY spectrum can be specified using

only five free parameters:

1. The unified scalar mass M0

2. The unified gaugino mass M1/2

3. The unified trilinear coupling A0

4. The ratio of the two Higgs vacuum expectation values, specified as tanβ ≡ v2
v1

5. The sign of the Higgs mass parameter µ.
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This space is small enough to be explored through direct scans or Markov chain Monte

Carlo techniques [74, 75]. This simplified model is almost certainly incorrect as a true

representation of nature, but hopefully encompasses most of the major mechanisms at work

in the correct theory.

Dark matter

These simple SUSY models contain three neutral, colorless particles which are

plausible candidates for LSP dark matter: the gravitino G̃, the lightest sneutrino ν̃, and the

lightest neutralino χ0
1. More complex models can incorporate additional candidates (e.g.

the axino). Of these three, the gravitino would be a non-thermal SuperWIMP (Section

1.4.5), while the sneutrino is essentially excluded by the null results of direct dark matter

searches. The lightest neutralino is the most commonly considered SUSY dark matter

candidate. It’s basic phenomenology is now very well understood, as it’s thermal relic

density and experimental signatures have been studied extensively for more than 20 years

(see e.g. [46]).

To be more concrete, we limit our discussion to neutralino dark matter within the

CMSSM. The CMSSM generically has a b̃-like LSP due to unification constraints (M1 <

M2 < M3), though there can be a significant higgsino component in certain regions of

parameter space. The small couplings of a nearly-pure b̃ give such an LSP a relatively low

annihilation cross section, and thus a relic density somewhat greater than that implied by

current cosmological observations [12]. Only in four “special” regions of parameter space

with enhanced annihilation rates is the relic density low enough to be compatible with

current constraints:

• The bulk region: In this region the SUSY spectrum is relatively light, so a variety

of annihilation modes are kinematically accessible. Here, as elsewhere, neutralino

annihilation generally takes place in the p-wave due to the Majorana nature of χ0
1.

This is the “generic” region in which SUSY was expected to lie, but much of it has

been excluded by lower limits on Higgs and sfermion masses.

• The focus point, or hyperbolic branch [76, 77]: This is a region of heavy scalar

particles, in which squarks and sleptons largely decouple from weak-scale physics.

The lightest neutralino is also relatively heavy (often & 1 TeV/c2), opening up new
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Figure 2.4: Feynman diagrams for representative annihilation processes in the four WMAP-
allowed regions of the CMSSM.
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s-wave annihilation channels to gauge bosons: χχ→W+W−, χχ→ Z0Z0. Chargino

coannihilation (see below) can also contribute significantly at high neutralino masses.

• The rapid-annihilation funnel: Here the lightest neutralino is approximately half

the mass of some other particle in the theory (often the axial Higgs boson A0), allowing

it to annihilate rapidly on resonance.

• The coannihilation tail: If the lightest and next-to-lightest supersymmetric particles

(LSP and NLSP) are nearly degenerate in mass, a substantial density of the NLSP

(often a τ̃) remains during the late stages of LSP annihilation in the early universe.

This opens up pathways for “cooperative” annihilation: the LSP and NLSP are rapidly

interconverted via χτ → γτ̃ , and the annihilation rate of the charged NLSP is far

greater than that of the neutral LSP. Such “coannihilation” processes result in lower

relic densities for the LSP WIMP.

Figure 2.4 illustrates representative annihilation processes for the lightest neutralino in

each of these four regions of parameter space. The experimental signatures of these various

phenomenological regions are discussed in Section 2.5.1.

2.1.3 Extra spatial dimensions

Though supersymmetry is the most popular extension to the Standard Model, it

is far from the only one. Much attention has also been focused in recent years on theories

that postulate additional spatial dimensions to the universe beyond the three commonly

observed. These extra dimensions may be either spatially flat or strongly curved. I describe

each briefly below.

Flat extra dimensions

The simplest theories incorporating additional spatial dimensions are called Kaluza-

Klein (KK) models. These theories augment the usual dimensions of spacetime (3 spatial

and one time) with an additional d spatial dimensions, in the form of a spatially-flat com-

pact manifold M . The simplest such model takes M to be a circle of radius R, but more

complex manifolds are also possible. If R is sufficiently small, these extra dimensions may

have minimal effects on macroscopic physics.
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KK theories became prominent in recent years due to the work of Arkani-Hamed,

Dimopoulos, and Dvali to address the hierarchy problem [78]. In a model with d extra

dimensions of radius R, the gravitational force law changes with distance scale:

Fgrav ∝

r
−2, for r � R

r−(2+d), for r � R.
(2.3)

Because of this faster decay law at short distances, gravity can appear to be much weaker

at large distances than it actually is at high energies. If we augment spacetime with d

universal, compact extra dimensions of total volume Vd, we find that the observed Planck

scale MPl is related to the “fundamental” Planck scale MPl,0 by

M2
Pl = Md+2

Pl,0Vd. (2.4)

The hierarchy problem can thus be eliminated by the addition of two extra dimension with

R ∼ 1mm, which reduces the fundamental Planck scale to the TeV scale while maintaining

the observed long-distance force law. Such theories are now strongly constrained by limits

on variations in the gravitational force law at short distances, however, e.g. [79].

More recently, several authors have considered theories of one or more universal

extra dimensions (UEDs) at the R ∼ 1TeV−1 scale [80], in which all particles of the Standard

Model (rather than merely gravity) are free to propagate in the manifold M . Such models

do not address the hierarchy problem, but they do predict new particles at the TeV-scale

while remaining consistent with current observations. Momenta in the compact dimensions

are quantized in units of 1/R (taking ~ = c = 1) and manifest themselves as added mass;

for each Standard Model particle of mass M0, this gives rise to a tower of excited states

with masses

M2
n = M2

0 +
n2

R2
+ loop corrections, (2.5)

where n is a non-negative integer. For a single extra dimension, these KK-excitations have

the same spins as their parent particles.

UED models have a natural analog to the R-parity of supersymmetry. Momentum

conservation in the extra dimensions leads to a conservation of KK-index n in all particle

interactions at tree level. Loop corrections break this down to a conserved KK-parity

K ≡ (−1)n. This limits the effects of the KK-excitations upon Standard Model processes

to loop level, as well as rendering the lightest KK-excited particle (LKP) stable. If the LKP
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is neutral and colorless (e.g. a KK-excitation of a graviton, neutrino, photon, Z0, or Higgs),

it is a natural WIMP candidate.

The phenomenology of LKP dark matter is qualitatively similar to that of SUSY’s

LSP dark matter. It’s dark matter phenomenology is discussed extensively in a recent

article by Arrenberg et al. [81], but is not pursued further in the present work.

Warped extra dimensions

Following a suggestion by Randall and Sundrum in 1999 [82], a strongly-curved

extra dimension can also present a solution to the hierarchy problem. Their original setup

proposed a 4+1 dimensional bulk spacetime bounded by two 3+1-dimensional spaces (“3-

branes”). The extra dimension φ (0 ≤ φ ≤ π) separating the branes is negatively curved,

such that the overall metric becomes

ds2 = e−2kRφηµνdx
µdxν +R2dφ2, (2.6)

where etaµν is the usual Minkowski metric in 3+1-dimensional space, R is the brane sep-

aration, and k is a number of order the Planck mass. This exponential factor causes the

bulk graviton to be strongly concentrated away from the φ = π “infrared brane”, expo-

nentially suppressing the gravitational force strength observed by fields confined to this

brane. In this way, the exponentially-small overlap of the graviton wavefunction with the

infrared brane can cause a relatively small hierarchy to (kR ∼ 50) to appear as a very large

one (MPl/MH ∼ 1015). Later work has established that this general picture holds even if

essentially all Standard Model fields can propagate in the bulk, as long as the Higgs field

is confined to the infrared brane. This picture can even explain the hierarchy of particle

masses within the Standard Model through small changes in the profiles of the various fields

in the extra dimension.

Theories of warped extra dimensions also predict a spectrum of new KK-excitations

of the Standard Model particles with TeV-scale masses. Agashe and Servant [83] have

proposed that such theories, when combined with grand unification considerations, can also

predict a viable dark matter candidate. Just as in supersymmetric theories, warped GUT

theories generically predict new baryon- and lepton-violating processes which contradict

current bounds on the proton lifetime. In analogy with R-parity, the authors propose a new

Z3 parity as a proof-of-principle way to eliminate these interactions. This naturally renders

the lightest Z3-charged particle (LZP) a stable WIMP candidate, with phenomenology
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similar to that of a SUSY neutralino and very promising signatures in direct-detection

experiments.

2.1.4 Little Higgs

Little Higgs theories [84, 85] are a final example of the relationship between WIMP

dark matter and solutions to the hierarchy problem. In analogy with the pions of the Stan-

dard Model, the Higgs is postulated to be a pseudo-Goldstone boson of some spontaneously-

broken global symmetry of a new strongly-interacting sector. Several such symmetries are

arranged to break in a collective manner, introducing new particle states at the TeV scale

which conspire to cancel the quadratic divergences of the Higgs mass. Some tree-level cor-

rections nonetheless remain in the simplest Little Higgs models which can spoil consistency

with precision electroweak constraints. In exact analogy with SUSY’s R-parity, one can

impose a new “T -parity” under which all non-Standard-Model particles are odd and all

tree-level corrections to the Standard Model are forbidden. The lightest T-odd particle

(LTP) is a WIMP candidate [86].

2.2 Collider production

Particle accelerators are the traditional tools with which to investigate the phe-

nomenology of new elementary particles. Hadron colliders such as Fermilab’s Tevatron and

CERN’s Large Hadron Collider (LHC), as well as electron-positron colliders such as the

proposed International Linear Collider (ILC), will push the energy frontier of the Standard

Model. These instruments are designed to characterize particle phenomena at the TeV

energy scale, the regime associated with electroweak symmetry breaking. If dark matter is

related to these new phenomena, accelerators may produce WIMPs in the laboratory and

illuminate the associated physical theory.

Due to their small interaction cross sections, WIMPs are expected to escape par-

ticle detectors unnoticed. The primary signatures of a WIMP are thus similar to those of a

neutrino: missing energy and momentum from a particle collision. These signatures are rel-

atively straightforward in a lepton collider where the collisional energy and momentum are

well known. By scanning the energy of the colliding beams, the ILC or similar instrument

can precisely measure the masses and cross sections of particles it produces [87]. A lepton

collider with polarized beams can often also distinguish the spins of these new particles
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through precision studies of the angular distributions of scattering products [88]. In princi-

ple, the precision measurements possible at a lepton collider can accurately reconstruct the

spectrum and properties of nearly all particles particles at accessible masses (less than 1/2

the center-of-mass energy).

Despite the advantages of lepton colliders, hadron colliders currently populate the

energy frontier and will continue to do so for at least the next decade. WIMP hunting at

hadron colliders is complicated enormously, however, by the composite nature of hadrons.

Even when the momenta of the colliding protons are well known, those of their parton con-

stituents (quarks and gluons) are not. The net longitudinal (along the beam) momentum

of an individual hard parton collision is unknown, so we cannot evaluate missing energy

or momentum on an event-by-event basis. A collision’s total momentum transverse to the

beamline must be relatively small, however, so a “lopsided” collision with large net mo-

mentum perpendicular to the beamline suggests the ejection of an unseen particle. WIMP

searches thus generally focus upon searches for missing transverse momentum. If a large

number of such events can be reconstructed, the statistical distribution of transverse mo-

mentum can be used to estimate the properties of the interaction, e.g. through the shapes

and positions of Jacobian peaks.

It is still an open question just how well these statistical techniques will be able

to reconstruct the detailed phenomenology of new physics at the TeV scale. If a rich set of

particles and processes are visible at LHC energies, as at the benchmark point SPS1a/LCC1,

it may be possible to reconstruct much of the particle spectrum from kinematic constraints

[90]. The precision of a linear collider may be needed when fewer processes are visible at

the LHC, however, or when similar models are difficult to distinguish.

Though the analysis of data from a hadron collider is difficult, there is good reason

to believe that it will be rewarding. Though the WIMP itself has very small cross sections for

detection and production, many models of WIMP-related physics also predict new particles

of similar mass with color (squarks and gluinos in supersymmetry, K-K quarks and gluons

in UED theories, etc.). Hadron colliders are extremely good at pair-producing colored

particles, with cross sections in the tens of picobarns at the LHC [87]. The new colored

particle should decay down to the WIMP and a spray of partons, leading to a distinctive

signature: hard jets plus missing transverse energy. As an example, Figure 2.5 shows the

predicted reach of the LHC into supersymmetric parameter space through the production

of squarks and gluinos. Either particle should be detectable at the LHC if its mass lies
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Figure 2.5: Projected reach of the LHC for colored SUSY particles through a missing-
energy-plus-jets signature. Red dotted lines indicate various mass contours for gluons and
squarks. Black curves indicate the reach from various exposure levels at the LHC (regions
below the curves lead to discovery). For comparison, the LHC’s first-year design luminosity
is ∼ 10fb−1. Figure from [89].
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below ∼ 2 TeV/c2, and their decays should produce many LSPs and other related particles.

Direct collider constraints upon the lightest neutralino or other WIMP candidates

tend to be somewhat model-dependent, since the most probable WIMP-generating pathways

are generally the decay chains of heavier charged or colored particles. LEP’s tight constraint

on the invisible width of the Z0 [29] sets strong limits on the interactions of any WIMP

with Mχ < MZ/2 ≈ 45 GeV/c2. This constraint can be avoided in some models, however: a

sufficiently bino-like neutralino, for example, can have vanishingly small couplings to the Z0.

Lower limits of 18 GeV/c2 [91] and 6 GeV/c2 [92] have been proposed for supersymmetric

models based primarily upon LEP’s lower limits on slepton masses, but even these bounds

can be defeated in more general models [93]. Thus far no absolute lower bound on the

WIMP mass exists from collider constraints, but accelerator constraints generally favor

masses of order 100-1000 GeV/c2.

2.3 Indirect detection

If the WIMP model of dark matter is correct, the same WIMP annihilation pro-

cesses that determined the relic density in the early universe (Section 1.4.4) may continue

today in regions of high dark matter density. Rather than attempt to produce WIMPs

in a laboratory, we can thus make use of the ready supply already present in the cosmos.

WIMP detection can thus be taken as a problem in observational astronomy: a search for

signatures of WIMP annihilation in the sky. Such astrophysical searches are collectively

known as “indirect detection” [46, 94].

The rate of WIMP annihilation is proportional to the square of the local WIMP

density (Γχχ→X ∝ n2
χ), so the observable flux is vastly enhanced in regions of high WIMP

density. The most obvious targets are thus the central regions of dark matter halos, ranging

from large galactic halos to the mini-halos of dwarf galaxies [95] or the substructure of our

own galaxy [96]. Elastic scattering may also concentrate WIMPs in the centers of massive

bodies such as the Sun and Earth, leading to enhanced annihilation there as well [97, 98].

Predictions of indirect detection signals suffer from substantial model-dependencies

from both particle physics and astrophysics. Though the total WIMP annihilation cross

section in the hot early universe is well-known from the WIMP’s relic density, different

annihilation processes may dominate in today’s cold universe (see Section 2.5). Furthermore,

only the inclusive annihilation cross section is known – the annihilation rate into a specific
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detectable channel (e.g. χχ → γγ) is model-dependent. Though they vary significantly

between WIMP models, these quantities can be calculated precisely within a given model.

More speculatively, Arkani-Hamed and coauthors have recently suggested [99] that a new

force carrier in the dark sector may increase the WIMP annihilation rate in the cold modern

universe substantially through Sommerfeld enhancement: an increase in the interaction rate

between low-velocity particles due to attractive forces between them.

On the astrophysical side, there are large uncertainties surrounding the density

profiles and uniformity of dark matter halos. Numerical simulations of cold dark matter

structure formation tend to predict a sharp central cusp in the density profile [100, 101] and

substantial small-scale substructure from dark matter clumps, but there is large variation

between models. Many observations suggest a ”cored” profile that is flatter near the center

[102], suggesting that feedback from the baryon system may alter the halo shape. These

halo uncertainties are often expressed in terms of two dimensionless quantities:

1. The normalized line-of-sight density

J(Ω) ≡
∫
dz

r0

ρ2(z)
ρ2

0

, (2.7)

where r0 = 8.5 kpc is the distance to the galactic center, ρ0 = 0.3 GeV/cm3 is the

assumed local dark matter density, and the integral is over a line of sight. This factor

depends upon the smooth structure of the halo, and is enhanced by sharp cusps at its

center.

2. The boost factor B ≡ 〈ρ2〉/〈ρ〉2. This factor is increased by clumpy substructure in

the halo.

The WIMP annihilation rate is proportional to both J(Ω) and B, but these quantities are

very poorly constrained from experimental data. Figure 2.6 illustrates the density profiles

and density integrals predicted by three common halo models: an isothermal sphere, a

Navarro-Frenk-White (NFW) cusped profile [100], and a steeper Moore profile [101]. Our

lack of knowledge of these two factors translates into an uncertainty of several orders of

magnitude in the annihilation rate, a severe limit on the accuracy of predictions. The

recent Via Lactea II simulation of the dark matter halo of a galaxy similar to our own

Milky Way [103, 104] suggests a density profile intermediate between the NFW and Moore

profiles and a boost factor of order ∼ 10 or less.



46

Figure 2.6: (a) Radial halo density profiles as functions of galactic radius near the galactic
center, as suggested by three common models. (b) Corresponding values of 〈J〉 in these
models, as functions of the angular resolution looking toward the galactic center. Both
figures from [87].

Indirect WIMP searches encompass a wide variety of astrophysical techniques,

depending on the choices of annihilation product and observational target. Several exper-

iments have reported hints of possible signals, but thus far none has been widely accepted

as evidence for dark matter. A full review of this large and growing field is far beyond

the scope of this work, but I outline some of the major signatures below. The relationship

between this and other WIMP search techniques is considered further in Section 2.5.

2.3.1 Gamma rays

Gamma rays are particularly promising as dark matter signatures because they are

relatively easy to detect and retain their directionality over extragalactic distances [105]. In

principle, a sensitive gamma ray detector may not only identify the annihilation signature

of dark matter but map its distribution in the local universe. In optimistic models a gamma

ray telescope could explore the distribution of dark matter in the center and periphery of

the Milky Way’s own halo, as well as numerous pinpricks from nearby substructure and the

hazy extragalactic glow of unresolved halos throughout the cosmos [106].

Spectral features

If the WIMP can annihilate to a two-body final state containing a photon, this

process will appear as a monoenergetic gamma ray line at GeV-TeV energies. This is an

ideal “smoking gun” signature of WIMP annihilation: easily distinguishable from contin-
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uum backgrounds and difficult to mimic with conventional astrophysical processes. The

phenomenology of monoenergetic gamma ray peaks from supersymmetric WIMPs has been

discussed extensively in the literature, e.g. [105, 107, 108]. Annihilation to γγ [109] and γZ0

[110] are the most commonly-considered sources for such a line. Other final states may also

be available depending on the WIMP model, such as γH (forbidden for Majorana WIMPs)

or γρ0. Since WIMPs are non-relativistic, the line corresponding to χχ → γX would be

observed at Eγ = (M2
χ −M2

X)/2MX . As expected, this expression simplifies to Eγ = MX

for χχ→ γγ.

Unfortunately, the branching ratios for all such two-body annihilation modes are

generally quite low. Since WIMPs are electrically neutral, there can be no tree-level di-

agrams for χχ → γX; the amplitudes for these processes are suppressed by loop factors.

Gamma ray telescopes have generally poor resolution, making It difficult to distinguish

narrow, dim features above bright continuum backgrounds.

In addition to the line features described above, WIMP annihilation may also yield

continuous gamma ray spectra. These result from annihilation processes involving charged

final states, notably hadronic jets or W+W−, or bremsstrahlung from charged intermediate

states. The latter can be particularly significant for Majorana WIMPs such as neutralinos,

since it permits annihilation channels which would otherwise be forbidden in the S-wave

configuration [111]. Continuous spectra are expected to be much brighter than isolated lines,

but naturally much more difficult to interpret. We can nonetheless hope to distinguish some

distinguishing feature of such a spectrum that separates it from astrophysical backgrounds,

e.g. an unusually hard spectrum with an abrupt cutoff near the WIMP mass.

Observations

Electron-positron pair production renders Earth’s atmosphere essentially opaque

to gamma rays with energies E � 1 MeV. Gamma rays of sufficiently high energy (E & 30

GeV) are nonetheless detectable using ground-based Air Cerenkov Telescopes (ACTs) [112].

An ACT is a large array of optical telescopes, each generally a large mirror focusing light

upon an array of photomultiplier tubes (PMTs), used to monitor Cerenkov light emissions

over a wide area of the sky. ACTs reconstruct the Cerenkov light patterns from particle

showers produced in the atmosphere by high-energy gamma rays (and cosmic rays). Per-

formance is roughly limited by the light-collection area of each telescope (larger dishes can
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detect dimmer, low-energy events), the area of the array (larger arrays can collect more

events in the same exposure time), and background rejection (more dishes and more pix-

els means better tracks, and thus easier rejection of cosmic rays and meteors). Prominent

instruments in this category include CANGAROO, H.E.S.S., MAGIC, and VERITAS.

In 2006 the H.E.S.S. collaboration reported an excess of TeV gamma rays from

the galactic center, consistent with a near-pointlike source [113]. The authors and others

have proposed this as a possible signature of heavy (∼ 10 TeV/c2) WIMP annihilation. The

observed spectrum is only marginally consistent with expectations from WIMP annihilation,

however, and more closely resembles a power law typical of astrophysical sources (see Figure

2.7).
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Figure 2.7: Excess of TeV gamma rays reported by the H.E.S.S. collaboration in 2006. The
shaded band indicates a power law fit to the data, while other curves represent proposed
fits WIMP fits to the data: a 14 TeV/c2 neutralino (dashed), a 5 TeV/c2 Kaluza-Klein
particle (dotted) and a generic 10 TeV/c2 with fine-tuned annihilation rates (solid). Plot
taken from [113].

Space-based gamma ray telescopes permit full-sky mapping with superior energy

resolution and lower energy thresholds, at the price of smaller detector areas and greater

expense. The EGRET telescope aboard the Compton gamma ray observatory has produced

the most extensive measurements to date on the gamma ray sky between ∼ 20 MeV and 30

GeV. de Boer and collaborators have noted an excess of GeV-scale gamma rays in EGRET

data and have proposed a WIMP interpretation of this excess [114]. They argue that this

signal is consistent with annihilation radiation from a ∼ 60 GeV/c2 WIMP but not with

expected galactic backgrounds, and have further used the EGRET sky map to estimate

the WIMP distribution in the galactic halo under this assumption (see Figure 2.8). There
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Figure 2.8: (a) Illustration of the proposed EGRET gamma ray excess (red), including the
contribution from a ∼ 60 GeV/c2 neutralino model (cyan). (b) Proposed density profile of
the galactic WIMP halo based upon the EGRET data. Plots taken from [114].

is substantial controversy about this claim, however. The observed gamma ray excess

seems inconsistent with limits on antimatter production from WIMP annihilation[115]. The

authors’ proposed WIMP density profile traces the galaxy’s visible matter more closely

than expected for a WIMP halo, as well as demanding an anomalously-large boost factor of

B ∼ 100. Finally, several EGRET collaborators have proposed that instrumental calibration

errors could explain the proposed signal [116].

EGRET data also indicates an excess of GeV gamma rays in the diffuse extra-

galactic background [118]. This spectrum has also been attributed to the annihilation of a

WIMP of mass ∼ 500 GeV/c2, as shown in Figure 2.9 [117]. This signal is also consistent

with generic models of blazars and other extragalactic sources, however, so the case for a

dark matter origin is not airtight.

The Fermi Gamma-ray Space Telescope (formerly known as “GLAST”), launched

on June 11, 2008, will provide an important leap in sensitivity for indirect searches in the

next few years. Through its main instrument, a large silicon tracker known as the Large

Area Telescope (LAT), Fermi promises unprecedented sensitivity to gamma rays in the 10

MeV - 300 GeV regime. The LAT improves upon EGRET with an increased field of view,

greater target area, superior energy resolution, and an improved anti-coincidence shield to

limit the self-vetoing which plagued EGRET. Fermi has already released its first image of

the gamma ray sky (Figure 2.10) and promises to revolutionize gamma ray astronomy in
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Figure 2.9: Extragalactic gamma ray observations from EGRET, showing an apparent
excess above 1 GeV. Also shown are expectations incorporating a candidate WIMP model
(red solid) or simple models of extragalactic blazars (dot, dash-dot). Figure taken from
[117].

Figure 2.10: ”First light” image of the gamma ray sky from the Fermi Gamma-ray Space
Telescope. Image from [119].
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Figure 2.11: Projected 5-year reach of Fermi into supersymmetry parameter space, assuming
an NFW halo profile [100]. The upper black line represents the estimated 5σ sensitivity of
an analysis focused on the galactic center, the lower on a broader halo analysis. Plot taken
from [120].

the coming years. Fermi observations of our own galactic halo are expected to probe the

most optimistic neutralino models within the NFW halo profile (Figure 2.11), but plausible

changes in the halo profile and boost factor (e.g. the steeper profile suggested by Via Lactea

II) can improve this reach by up to two orders of magnitude [120, 121]. Searches for WIMP

annihilation in galactic substructure, satellite galaxies, and extragalactic sources also hold

great promise.

2.3.2 Neutrinos

Neutrinos are another leading tracer for WIMP annihilation. Like gamma rays,

neutrinos retain directional and spectral information over cosmological distances. Their

extremely low scattering cross section renders them vastly more difficult to detect, but

also allows them to penetrate dense matter. This makes neutrinos ideal probes of WIMP

annihilation in the cores of massive objects such as the Sun and Earth [97, 98]. Neutrinos

are also a possible signature of WIMP annihilation in the galactic center, but the observable

signal is greatly suppressed by the small solid angle of the Earth as seen from the galactic

center.

Though WIMPs generally travel through even massive objects unimpeded, a few
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will scatter elastically and lose energy. A WIMP that loses enough energy will become

gravitationally bound to the scattering object, leading it to scatter more frequently in the

future. A WIMP captured by the Sun is expected to settle near the solar center over a

time scale short compared to the age of the solar system, yielding a WIMP overdensity. If

the capture rate is high enough, an equilibrium should have already been reached between

WIMP capture and annihilation in the solar center. Most annihilation products are captured

rapidly in the solar material, but many neutrinos can escape to be detected in terrestrial

detectors. Capture in the Earth is also possible but much slower, and so generally less

promising [122].

If a high-energy (� 1 GeV) muon neutrino reaches the Earth, it may scatter in

material near the surface to produce an energetic muon. This daughter muon will be emitted

in a direction well-aligned with that of the incident neutrino, thus retaining directional

information about the annihilation source. Upward-going muons of this sort are easily

distinguished from solar neutrinos by their far greater energies (solar neutrinos have energies

characteristic of nuclear processes: keV-MeV) and from atmospheric neutrinos by their

directional correlation with the Sun’s position in the sky.

High energy neutrino instruments generally take the form of large Cerenkov de-

tectors, in which an array of photomultipliers detect the Cerenkov light from energetic

charged particles in a large volume of water (Super-Kamiokande, ANTARES) or Antarc-

tic ice (AMANDA, IceCube). Target volumes range from Super-Kamiokande’s 50,000 m3

to IceCube’s eventual goal of ∼ 1 km3. Energy thresholds are near 5 MeV for Super-

Kamiokande, but rise to & 10 GeV for the larger detectors due to sparser instrumentation.

Low energy thresholds are not necessarily crucial for indirect searches, however, since the

expected signal is relatively high in energy itself. Moreover, the sensitivity of such ex-

periments grows significantly at higher neutrino energies: the cross section for neutrino

scattering scales as Eν , as does the penetration depth of the resulting muon through rock

(and hence the effective mass of the rock target). Conversely, however, the probability of

a neutrino escaping the Sun without scattering declines exponentially with energy. This

effect depletes the neutrino flux above ∼ 200 GeV [94].

In many ways, neutrino-based WIMP searches are more similar to direct detec-

tion experiments (see Section 2.4) than to indirect searches with gamma rays. Under the

assumption of capture-annihilation equilibrium, the annihilation rate in the solar center

depends upon the cross section for WIMP-nucleon elastic scattering rather than the annihi-
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Figure 2.12: Limits and projections for indirect WIMP detection with various neutrino
detectors. Colored points indicate a sample of MSSM models. Green circles are excluded
by CDMS’s 2005 result[3], while blue crosses are not. Plots taken from [123].

lation cross section. Since the Sun is composed primarily of hydrogen, the spin-dependent

WIMP-proton cross section generally dominates the capture rate for SUSY neutralinos.

Spin-independent scattering also contributes to the capture rate, and may dominate for

e.g. scalar (spinless) dark matter. The expected neutrino flux rate also depends upon the

WIMP’s annihilation branching fractions and somewhat upon the detailed model of WIMP

capture.

Generally speaking, neutrino detectors are a less-promising avenue for WIMP ob-

servation than direct-detection experiments. Figure 2.13 indicates the relative WIMP-

sensitivities of neutrino telescopes and direct-detection experiments, as computed by Kamionkowski

et al. [124]. For comparison, the current Super-Kamiokande detector has an effective area

of ∼ 1200 m2 for a WIMP-search using upward-going muons [125]. Even small direct-

detection experiments are clearly superior to large neutrino detectors for the detection of

WIMPs with significant spin-independent couplings (true in most WIMP models), but neu-

trino detectors are generally dominant for WIMPs with large spin-dependent scattering

cross sections. Figure 2.12 illustrates the approximate reach of current and future indirect

searches with neutrino detectors. Note that neutrinos from the solar center (Figure 2.12(a))

are generally a more promising signal than those from the Earth’s center (Figure 2.12(b)).
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Figure 2.13: Relative sensitivities of neutrino detectors and direct-detection experiments to
WIMP dark matter, taken from [124]. The y-axis indicates the logarithm of the relative
reach of a 1-kg direct detection experiment with respect to that of a neutrino detector with
1 m2 effective area, exposed for equal times. The upper (lower) group of lines represents a
WIMP with spin-independent (spin-dependent) couplings and assumes a Ge (H) detector.
The spread of lines within each group represents theoretical uncertainties, as described in
the original paper.

2.3.3 Antimatter

Anomalous populations of antimatter in cosmic rays – notably positrons, antipro-

tons, and antideuterons – are also a possible signature of WIMP annihilation in the cosmos

[46]. Antimatter particles are usually secondary annihilation products, so they generally

lack strong spectral features. The propagation of antimatter through the galactic magnetic

field is complex and diffusive, erasing directional information and producing large theoretical

uncertainties in the expected antimatter flux. Antimatter can nonetheless be a prominent

tracer for WIMP annihilation in energy regimes where astrophysical backgrounds are low.

WIMP annihilation can produce positrons either directly (though χχ → e+e−

is forbidden for Majorana WIMPs) or through the decay of muons, themselves generated

directly or from the decay of pions, W±, etc. The multi-body nature of this process produces

a broad spectrum of hard positrons, though some models do predict a significant cutoff near

Mχ/2 or other spectral features [46]. WIMP annihilation is expected to produce an equal

mixture of electrons and positrons, but this raises the (generally low) electron-positron ratio

from more mundane background processes. WIMP annihilation should generally appear as
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Figure 2.14: Combined data on antimatter cosmic rays from recent observations by
PAMELA (red) and other insruments. (a) Positrons as a fraction of the total electron-
positron flux [126]. (b) Antiproton-proton ratio [127].

a broad excess of high-energy positrons, inconsistent with the declining power laws expected

from background processes.

The PAMELA antimatter telescope [128], launched on June 15, 2006, has brought

a great improvement in sensitivity to this field. The PAMELA detector array maintains

∼ 80% detection efficiency for positrons while rejecting protons from its positron sample

at a rate of 105 : 1, making its data sample unusually free of background. PAMELA’s

first results [126], announced in 2008, show a large excess of positrons in the 10-100 GeV

regime, as shown in Figure 2.14(a). The balloon-borne ATIC detector has recently reported

an excess of cosmic ray electrons at energies of 300-800 GeV citeChang:2008zz, lending

credence to PAMELA’s observation. Numerous authors (e.g. [129, 130, 131]) have already

suggested that these features may be signatures of dark matter annihilation in the galactic

halo.

Hadronic jets from WIMP annihilation can generate antiprotons and even antin-

uclei, and these may also contribute to cosmic rays. For antiprotons, we may look for

excess flux at high or low energies [46, 132]. Several experiments, including the PAMELA

satellite, have mapped out the antiproton spectrum without finding evidence for an excess
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(see Figure 2.14(b)). Antideuterons are produced much more rarely, but the astrophysical

background is also vastly lower [133, 134]. Experiments such as GAPS and AMS-02 will

probe the antideuteron flux in Earth’s vicinity.

In a related vein, the SPI instrument aboard the INTEGRAL satellite has reported

in excess of 511 keV gamma rays from non-relativistic positron annihilation in the galactic

center [135]. Boehm et al. [136] have put this forward as yet another possible signature

of dark matter annihilation, this time of particles with masses of ∼ 1-100 MeV/c2. Other

galactic sources of positrons are known, however, and this may easily have a more mundane

astrophysical origin.

2.3.4 Synchrotron radiation

Finkbeiner [137] has recently noted a diffuse “haze” of microwaves concentrated in

the inner 1-2 kpc of the galactic center, after subtracting the CMB and other known sources.

The haze has an extremely hard spectrum, inconsistent with known astronomical processes

in the central portion of the galaxy. This hard spectrum is consistent with synchrotron

emission from a large population of ultra-relativistic e+e− concentrated at the galactic

center. The annihilation of heavy WIMPs can produce just such a population [138], making

the haze a very intriguing candidate for indirect detection.

Additional work by Hooper, Finkbeiner, and Dobler [139] argues that this signal is

consistent with a WIMP halo profile of ρ(r) ∝ r−1.2, somewhat cuspier than the ρNFW (r) ∝
r−1 of an NFW profile [100] and consistent with predictions from Via Lactea II. The total

power necessary to generate the haze is also broadly consistent with that expected for

annihilation of a generic SUSY WIMP within this halo model. If confirmed, this sharp halo

profile implies very good prospects of indirect searches with Fermi and other gamma ray

telescopes [121].

2.4 Direct detection

Because of Earth’s position within the dark matter halo of the Milky Way, WIMP

interactions are not merely an astronomical phenomenon but are also a terrestrial one.

Once in a great while (current upper limits are less than one scattering event per month

in one kilogram of Ge) a WIMP should scatter elastically upon any material sample, and

a sufficiently sensitive detector may be able to observe this interaction [140, 141]. This is
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the goal of CDMS and a host of other direct detection experiments: to observe the rare

interactions of galactic WIMPs in laboratory particle detectors.

The impetus to pursue direct detection comes from an argument of “crossing sym-

metry” between annihilation and scattering processes. The scattering process χq → χq and

the annihilation process χχ → qq̄ share the same matrix element, but have different kine-

matic factors. We have already argued (cf. Equation 1.18) that the WIMP self-annihilation

cross section must be of order ∼ 1 picobarn to set its relic density to the observed value.

This is a cross section characteristic of the weak interactions, so it is plausible that other

WIMP interaction cross sections may be of similar magnitude. It is important to note that

this is not a quantitive prediction, but merely an argument for an approximate order of

magnitude. Many model-dependent considerations can alter the relationship between scat-

tering and annihilation cross sections, notably the χχ → qq̄ branching fraction, resonant

annihilation processes, or enhancements to the annihilation rate at high temperatures (e.g.

coannihilation processes).

Based solely upon this simple argument, we can estimate the approximate event

rate we might expect from a generic WIMP. I assume a WIMP-nucleon scattering cross

section σχp ∼ 10−36 cm2, a local WIMP density of 0.3 GeV/c2/cm3, and an incident WIMP

velocity of ∼ 10−3c. For a 100 GeV/c2 WIMP, this corresponds to a scattering rate of a

few events per day in a one-kilogram hydrogen target mass. This event rate can be altered

enormously by model-dependent considerations, but we are nonetheless led to a general

experimental design: a search for rare WIMP impacts occurring once (or less) per day of

exposure and kilogram of target.

The bulk of this dissertation describes the Cryogenic Dark Matter Search (CDMS),

a world-leading experiment pursuing event-by-event discrimination against background events.

I discuss the general issues of direct WIMP detection in this Section, returning to a brief

overview of other leading technologies in Chapter 8.

2.4.1 WIMP elastic scattering

Even without knowing the details of any specific WIMP model, there are several

general conclusions we can draw about WIMP-nucleus elastic scattering. WIMPs are bound

within the galactic halo and thus should travel at typical galactic velocities in the solar

neighborhood: v ≈ 270 km/s ∼ 10−3c. A WIMP with mass M = 100 GeV/c2 thus has a
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kinetic energy of Eχ ≈ 50 keV. In an elastic collision with a stationary target of mass m,

the mean kinetic energy of the recoiling target (after averaging over recoil angles) is

Erecoil
Eχ

=
2mM(

1 + m
M

)2 . (2.8)

The maximum recoil energy is twice this amount. An elastic collision between a 100 GeV/c2

galactic WIMP and a Ge nucleus (mGec
2 ≈ 67 GeV) thus spurs the nucleus to recoil with

typical kinetic energy of ∼ 25 keV. This energy deposition is detectable in a variety of

low-threshold particle detectors. A WIMP-electron collision, in contrast, typically endows

the electron with < 1 eV of kinetic energy – not enough to ionize a single charge carrier,

and thus a challenging target for any massive detector technology. Direct detection efforts

thus focus upon WIMP-induced nuclear recoils.

The slow speed of an incident WIMP also has important implications for its

scattering cross section. A 100 GeV/c2 galactic WIMP has a deBroglie wavelength of

λχ = h
Mχv

≈ 12 fm, the diameter of a large atomic nucleus. An incident WIMP thus

interacts coherently with an entire atomic nucleus rather than scattering off of single nucle-

ons. Cross section computations must account for constructive or destructive interference

among the individual WIMP-nucleon scattering amplitudes. Roughly speaking, a WIMP’s

long wavelength means that it ”sees” the nucleus at this scale of resolution and cannot

resolve individual nucleons.

A priori, the WIMP-nucleon scattering amplitude can take a variety of different

forms depending on the WIMP’s spin and the symmetries of its couplings: scalar, pseu-

doscalar, vector, axial-vector, tensor, or pseudotensor. Kurylov and Kamionkowski have

shown [142] quite generally, however, that only scalar and axial-vector terms survive in the

extreme non-relativistic limit; the remaining terms are either suppressed by large factors or

can be absorbed into these two. In this limit, the general interaction Lagrangian becomes

LχN = 4χ†χ
(
fpη
†
pηp + fnη

†
nηn

)
+ 16
√

2GFχ†
~σ

2
χ ·
(
apη
†
p

~σ

2
ηp + anη

†
n

~σ

2
ηn

)
+O

(
q

Mp,χ

)
,

(2.9)

where χ is the WIMP wavefunction, ηp(n) is the proton (neutron) Weyl spinor, ~σ is the spin

operator (Pauli spin matrices), and q is the recoil energy. The WIMP-nucleon interaction

is thus characterized by five parameters: the WIMP mass Mχ, the “spin-independent” (SI)

couplings fp and fn, and the “spin-dependent” (SD) couplings ap and an. I consider these

two classes of interaction separately below.
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Spin-independent scattering

A spin-independent WIMP-nucleon interaction corresponds to a coupling to the

nucleon density operators, characterized by coupling constants fp and fn to protons and

neutrons, respectively. In the limit of vanishing momentum transfer (i.e. an extremely soft

collision) the scattering amplitudes with individual nucleons add coherently, giving a total

scattering amplitude MSI ∝ (Zfp + (A− Z)fn) for a nucleus with atomic number Z and

atomic mass A. Squaring the amplitude and adding in kinematic factors, we obtain the

spin-independent WIMP-nucleus cross section

σ0
SI =

4
π
µ2
χN [Zfp + (A− Z)fn]2 , (2.10)

where µχN = MχMN

Mχ+MN
is the collision’s reduced mass. Most supersymmetric and similar

models predict fp ≈ fn [46], giving a cross section σ0
SI ∝ A2. This coherent enhancement

can be enormous (A2
Ge ∼ 5000), so a WIMP target built of heavy nuclei is vastly more

sensitive to WIMP interactions than one composed of lighter nuclei.

For real collisions with non-zero momentum transfer, the various WIMP-nucleon

scattering amplitudes will not interfere perfectly constructively and the actual cross section

will be somewhat less than that in Equation 2.10. This reduction is expressed as a multi-

plicative nuclear form factor F 2(q), where q is the recoil momentum and 0 < F 2(q) < 1 is

the normalized Fourier transform of the nuclear density distribution [143]. The differential

WIMP-nucleon cross section is then

dσSI
dq2

=
4
π
µ2
χN [Zfp + (A− Z)fn]2 F 2(q). (2.11)

A convenient approximation to F 2(q) for a wide range of nuclides (see [144] for recent

commentary) under the assumption that protons and neutrons are similarly distributed

and fp ≈ fn is the Helm form factor [143]:

F (q) = 3
j1(qrn)
qrn

e−(qs)2/2, (2.12)

where rn is the nuclear radius and s is the nuclear skin thickness. In this work I follow [143]

and take rn = c2 + 7
3π

2a2 − 5s2, c = 1.23A1/3 − 0.60 fm, a = 0.52 fm, and s = 0.9 fm.

Figure 2.15(a) plots this form factor for several choices of target nuclide. Note

the periodic deep troughs in F 2(q), corresponding to momentum transfers which give com-

pletely destructive interference across the nucleus. These dips in sensitivity occur at lower
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Figure 2.15: Effects of choice of target nucleus on spin-independent direct detection rates.

momentum transfers for heavier target nuclei, somewhat counteracting their A2 sensitivity

enhancement over light nuclides. As shown in Figure 2.15(b), for example, a target made

of a heavy nuclide (e.g. Xe) must run at a low detector threshold to see the same event rate

as a comparable mass of Ge. The event rate of a light nuclide (e.g. Si or Ar) experiment

varies comparatively little with threshold.
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Figure 2.16: Major Feynman diagrams for spin-independent WIMP-nucleon scattering in
supersymmetric models. Shaded blobs indicated strong processes within the nucleon.

For SUSY neutralinos, the dominant contributions to the WIMP-nucleon SI cou-

pling usually come from the two classes of Feynman diagrams shown in Figure 2.16: t-

channel exchange of a neutral Higgs boson and s-channel squark exchange. The former
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is generally the dominant process, since squark-exchange diagrams are suppressed as m−4
q̃

and accelerator limits constrain mq̃ > 379 GeV/c2 under mild assumptions [29]. Note that

the scattered quark in either process can be a strange quark or heavier flavor created by

strong interactions in the gluon sea, not just an up or down quark. Strange quarks usually

dominate Higgs exchange processes, in fact: up and down quarks are too light to couple sig-

nificantly to the Higgs, while heavy flavors (c, b, t) are too rare in the nucleon to contribute

substantially. WIMP-nucleon cross section computations thus depend critically upon the

strange quark content of the nucleon, a relatively poorly-known quantity [145]. This also

explains why fp ≈ fn in a wide range of models: Higgs-strange couplings are often the

dominant part of scalar couplings, and the proton and neutron have similar strangeness

contents.

Spin-dependent scattering

In the non-relativistic limit, axial-vector couplings (characterized by coefficients

ap and an) give amplitudes proportional to the inner product of the WIMP and nucleon

spins. Since the interaction amplitude switches signs when the nucleon spin is flipped, a

WIMP’s spin-dependent (SD) interaction amplitudes with two nucleons of opposite spin

will interfere destructively in the zero-momentum-transfer limit. Nucleons align into spin-

singlet pairings within nuclei, so spin-dependent cross sections are dominated by unpaired

nucleons and vanish entirely for spinless nuclides. This leads to very different constraints on

experimental design: experiments targeting SD interactions generally use light odd-proton

or odd-neutron nuclides to maximize the nuclear spin per unit mass, rather than the heavy

nuclides preferred for SI-sensitive detectors.

At vanishing momentum transfer, the WIMP-nucleon spin-dependent interaction

cross section is [146]

σ0
SD =

32(J + 1)
πJ

G2
Fµ

2
χN [ap〈Sp〉+ an〈Sn〉]2 , (2.13)

where J is the nuclear spin and 〈Sp(n)〉 is the expectation value for the nucleus of the

proton (neutron) spin. The spin expectation values must be obtained from detailed nuclear

structure calculations [147, 148]. Such calculations also show that an odd-neutron nucleus

may have a small but non-zero 〈Sp〉 (or vice versa) due to polarization effects within the

nucleus.
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In the case of spin-dependent scattering we cannot generally take ap ≈ an; their

ratio may vary in sign and magnitude among neutralino models, for example [146]. This

means that we must generally consider a three-parameter space: ap, an, and Mχ. Fur-

thermore, it means that the finite-momentum-transfer effects of the form factor cannot be

factored out of the cross section in a model-independent fashion. For the extreme case of

an SD WIMP that interacts solely with protons (neutrons), the form factor should depend

on the distribution of proton (neutron) spin in the nucleus. The distributions of proton and

neutron spin may be very different in a given nucleus, and so finite momentum effects may

be very model-dependent. The preferred way to deal with this is to follow [149] by writing

the WIMP-nucleus differential cross section in the form

dσSD
dq2

=
8G2

F

(2J + 1)v2
S(q), (2.14)

where v is the incident WIMP velocity and

S(q) ≡ a2
0S00(q) + a0a1S01(q) + a2

1S11(q), (2.15)

with a0 ≡ ap + an and a1 ≡ ap − an. S(q) encompasses the effects of finite momentum

transfer, as well as values for the neutron and proton spin expectations.1 There is no

universal form of S(q) - it must be computed separately for each nuclide using nuclear

structure models [147, 148]. Figure 2.17 shows Sxy(q) for 73Ge used in this analysis, taken

from [148].

In supersymmetric models, spin-dependent WIMP interactions are mediated by

the two major diagram classes shown in Figure 2.18: t-channel Z0 exchange and s-channel

squark exchange. Since experimental limits demand that MZ0 �Mq̃, Z0 exchange generally

dominates. Note that the tree level χ0
1χ

0
1Z

0 coupling shown in the diagram is only present

for neutralinos with Higgsino components, since the Z0 has no direct couplings to gauge

bosons in the standard model.

In many models, spin-dependent WIMP-nucleon cross sections are often ∼ 1000

times larger than analogous spin-independent cross sections. This is broadly true for Majo-

rana WIMP candidates such as SUSY neutralinos, for which tree-level vector interactions
1There is a variation on this method advocated by some authors [46, 143] in which the scattering expres-

sions are made to look more similar to those in the SI case by multiplying the above expression for σSD by
a model-dependent form factor F 2(q) ≡ S(q)/S(0). This is equivalent in principle, but the division by S(0)
may increase numerical errors in practice.
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with the Z0 are forbidden. Due to the great power of coherent enhancement, however, spin-

independent WIMP-nucleus cross sections are generally much greater. Because of this, and

because of the relative rarity of heavy spin-sensitive isotopes, spin-independent interactions

are targeted by most leading direct searches. WIMP scattering is expected to be detected

through spin-independent couplings first in nearly all SUSY models, but there are models

in which scalar interactions are sufficiently suppressed to allow axial ones to dominate [150].

Halo model

In addition to the WIMP interaction cross sections described above, a model of

the incident WIMP population is needed to determine the rate and spectrum of recoils

expected in a given detector. Most experiments interpret their results using a standard

halo model described by Lewin and Smith [143]. This model posits an isotropic Maxwellian

WIMP velocity distribution (f(v) = e−v
2/v20 ) in the reset frame of the galactic halo, with

characteristic velocity v0 = 230 km/s in the solar neighborhood and truncated at a galactic

escape velocity of vesc ≈ 650 km/s. The halo density is assumed to be ρ = 0.3 GeV/c2/cm3

near Earth. The Earth moves through this halo at a relative velocity vE , the vector sum

of the Earth’s orbital velocity around the Sun and the Sun’s orbital velocity around the

galactic center. The Earth’s net velocity through the halo thus varies sinusoidally during

the course of its orbit, with approximate form

vE ≈ 244 + 15 cos(2πt)km/s, (2.16)

where t is the time measured in years since the maximum velocity near June 2nd. This

few-percent modulation in the incident velocity distribution is currently ignored by most

experimental groups, since it can only be observed in an experiment which has detected

thousands of WIMP-induced recoils. If we do acquire such large event samples, however, it

will be an important signature of WIMP interactions (see below).

2.4.2 Backgrounds

Based on the discussion above, a leading direct detection experiment must be able

identify a spectrum of O(10) keV nuclear recoils occurring less than once a month in each

kilogram of target material. Unfortunately, this energy regime is awash with background

events from natural radioactivity and cosmic rays. Direct WIMP detection is thus a low-

background enterprise, demanding exquisite protection from these spurious events. The
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ultimate sensitivity of a WIMP experiment is set by its rate of background events which

are indistinguishable from WIMP candidates.

One can understand the important of background rates in a rare-event search

by performing a simple thought experiment. Consider a very simplistic event-counting

experiment that operates for an exposure of MT kilogram-days and expects to observe B

background events in that exposure indistinguishable from WIMPs. This experiment can

operate in three idealized modes, depending upon the magnitude of B:

1. Background-free: If B � 1 event, then any observed candidate events are evidence

for WIMPs. If no candidate events are observed, the experiment can set a 90%

confidence level Poisson upper limit on the WIMP recoil rate of r = 2.3
MT events per

kilogram-day. As long as B remains much less than unity, the experiment’s sensitivity

improves in proportion to the exposure MT .

2. Background subtraction: If B is not negligible but is well-characterized from in-

dependent data (i.e. has negligible systematic errors), then we may subtract it from

the observed count rate and look for an excess of events above that consistent with

background. The accuracy with which this subtraction is performed is limited by

Poisson statistics, giving an r.m.s. error on the subtraction of σB =
√
B. As we

increase the exposure, we expect that B ∝MT and thus σB ∝
√
MT . The number of

excess candidate events needed to claim a detection (a 3σ or 5σ excess, for example)

scales as σB, so the experiment’s sensitivity grows only as
√
MT .

3. Background-limited: The systematic errors on the background count often grow in

proportion to B, while the statistical errors grow only as
√
B. This happens because

a systematic error is generally an uncertainty in the expected rate of the background

per unit exposure; the statistical error, in contrast, is an uncertainty in determining

that rate from the observed event count. Systematic errors therefore exceed statistical

errors at sufficiently large exposures. At this point the sensitivity of the experiment

no longer increases at all with increasing exposure, since the systematic error on the

background rate constitutes an irreducible lower limit upon the rate of candidate

events.

Due to these differences in power laws, it is extremely advantageous for a WIMP-detection

experiment to operate as close to the background-free regime as possible. Any experimental
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technology naturally progresses down this list as its exposure is increased, operating in a

background-free mode for short exposures and reaching limiting sensitivity for sufficiently

long exposures. Once an experiment moves down this list, only a change in the rejec-

tion or characterization of its background can move it back upward. Note that a simple

event-counting experiment assuming no knowledge of its confounding backgrounds skips

the background subtraction stage, as it has an effectively infinite systematic error upon its

background rate.

Radioactive and cosmogenic background rates may be reduced by a variety of

shielding and material-handling techniques, many of which are described in a review article

by Heusser [151]. I discuss several of the techniques in use by CDMS in Chapter 4 and

elsewhere in this work. Some rate of background events invariably remains, however, and

the most competitive experiments generally pursue some scheme to separate the WIMP

signal from these background events. These techniques take two general forms: statistical

signatures of WIMP interactions or event-by-event identification of WIMP recoils. Below I

briefly touch upon each of these in turn.

Statistical signatures

Even if individual WIMP events cannot be identified amidst a lingering back-

ground, the WIMP population may possess statistical signatures which can identify its

presence. The two most such signatures discussed most prominently in the literature are

the annual modulation in the WIMP recoil spectrum and the daily modulation of the in-

cident WIMP direction. Both signatures take advantage of the extraterrestrial origin of

the WIMP signal, and so should provide strong evidence that an observed signal is indeed

related to dark matter. As statistical signatures, however, both require an enormous sam-

ple of WIMP recoils. If WIMPs eventually are detected, both will be key components of

“WIMP astronomy”: the determination of the local properties of the galactic halo through

large studies of WIMP recoils.

As noted in Section 2.4.1, the Earth’s motion about the Sun introduces an annual

modulation in the velocity distribution of WIMPs incident upon a terrestrial detector. In

the absence of large WIMP streams in the Earth’s vicinity, Earth’s net velocity through

the galactic halo is greatest in June and lowest in December. A WIMP detector should

thus observe a slightly higher rate of candidate events above its energy threshold in June



67

than in December, generally by a few percent [152, 153]. This signature has been pursued

for more than a decade by the DAMA collaboration, which has monitored a very strong

such modulation over 11 annual cycles. Other effects may also modulate the background

rate with a similar period and phase, notably changes in the temperature of the readout

electronics and modulations of the cosmogenic muon rate due to atmospheric conditions,

but the collaboration has gone to great efforts to reduce these. It is worth noting that both

of these effects correlate with temperature, so it would be interesting to conduct a similar

experiment constructed in the southern hemisphere. A sufficiently sensitive experiment

might also be able to detect a daily modulation in recoil energy spectra due to the velocity

of the Earth’s rotation [154].

WIMPs should also show a diurnal modulation in recoil energy direction with

the Earth’s daily rotation [155]. Due to the orientation of the Earth’s axis with respect

to our motion through the halo, this corresponds to a shift of ∼ 90◦ in the mean recoil

direction every 12 sidereal (not solar) hours. This effect should be very strong, but its

detection is complicated by the enormous difficulty of measuring the direction of the short

track produced by a low-energy nuclear recoil. Several collaborations – notably DRIFT,

NewAge, and DMTPC – are currently pursuing this signature.

Event-by-event discrimination

Rather than looking for statistical signatures among a large sample of candidate

events, we may instead try to identify individual WIMP-induced recoils on an event-by-

event basis. A sufficiently accurate discrimination technique can reduce an experiment’s

background rate low enough to maintain operation in the zero-background regime, even at

very large WIMP-search exposures. This requires a powerful particle identification tech-

nique that operates at low energies, but the benefits of low-background operation allow one

to extract enormous sensitivity from relatively small detector exposures in this way.

Most modern direct-detection experiments use event-by-event discrimination tech-

niques to identify nuclear recoils from WIMPs (or neutrons) amidst a far larger rate of elec-

tron recoils from radioactive decay and cosmogenic processes. Some experiments (notably

bubble chambers and other phase-transition detectors) use the difference in dE/dx between

electron- and nuclear-recoil tracks to render their detectors unresponsive to electron recoils,

thus achieving a particularly simple sort of event-by-event discrimination. Discrimination is
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more commonly accomplished by measuring each event in two (or more) distinct detection

channels and using their ratio to identify the recoil type. The most common such channels

are heat (phonons), ionization, and scintillation light. These channels differ enormously in

the mean nuclear recoil energy needed to create the individual quanta: generally a few meV

per phonon, ∼ 10 eV per charge carrier, and ∼ 100 eV per scintillation photon. The choice

of detection channels carries tradeoffs in readout technology and experimental resolution.

The rest of this dissertation discusses the techniques for event-by-event discrimina-

tion used by the CDMS experiment, based upon a simultaneous measurement of ionization

and out-of-equilibrium phonons. Chapter 8 returns briefly to some of the other discrimina-

tion techniques in use in the community.

2.5 Complementary contributions

Collider, indirect, and direct investigations of WIMPs provide three complemen-

tary probes of the nature of dark matter. Each of the three asks a fundamentally distinct

question about the properties of the dark matter particle.

1. Collider production: Do new colored or charged particles related to WIMP physics

appear at accessible energies? The production rate and detectability of WIMPs at

colliders depends primarily upon the masses of the WIMP and related new particles:

if the particles are too heavy, they cannot be produced.

2. Indirect detection: Do the WIMP annihilation processes of the hot early universe

still occur in today’s colder universe? The primary annihilation processes that set the

relic density in some WIMP models are temperature-dependent, e.g. coannihilation

or p-wave annihilation. The annihilation rates of such models are greatly reduced in

the cold modern universe, making indirect detection less promising given equivalent

halo models.

3. Direct detection: Is there a relationship between WIMP annihilation and scattering

cross sections? The “crossing symmetry” argument posits that the dominant WIMP

annihilation and scattering processes have comparable amplitudes. Direct detection is

less promising if this relationship is broken, as when annihilation occurs on resonance.
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Different WIMP models answer these questions differently, and thus have different

detection prospects. Some models generate robust signals for all three search strategies, oth-

ers in only a subset. These three investigations can also provide complementary information

about the same WIMP, opening up new opportunities for elucidating its nature.

2.5.1 Complementarity in the CMSSM

One can get a flavor for the interplay between these three questions by considering

a representative family of WIMP models. Perhaps the best-studied such family is the Con-

strained Minimal Supersymmetric Standard Model (CMSSM), also sometimes called ”min-

imal supergravity” (mSUGRA). This set of models imposes strong constraints inspired by

Grand Unified Theories (GUTs), reducing the number of free parameters from the MSSM’s

> 100 to a mere five: the unified mass m0 of all scalars, the unified mass m1/2 of all fermions,

the unified trilinear scalar coupling A0, the ratio tanβ of Higgs vacuum expectation values,

and the sign of the Higgs mass parameter µ. This far smaller parameter space is manageable

enough to permit numerical investigation (e.g. [74, 156, 87, 157] and many others) while

remaining complex enough to illustrate a variety of different phenomenologies.

Detection prospects

WIMP detection prospects are very model-dependent, varying enormously over the

allowed CMSSM parameter space. We can nonetheless make a few qualitative observations

about each of these annihilation mechanisms based upon the considerations of Section 2.5:

1. Collider production: The bulk region is generally a favorable target at colliders,

due to the wealth of light charged and colored sfermions. Prospects are much poorer

in the focus point region and variable in the other two domains.

2. Indirect detection: The bulk and coannihilation regions involve temperature-dependent

annihilation mechanisms, so such models are expected to give poor signals in indirect

searches. The p-wave annihilation processes of the bulk region shut down at low

WIMP velocities, while coannihilation processes suffer from a lack of NLSPs in the

modern era. The focus point and funnel regions, in contrast, should give relatively

robust annihilation signatures.
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3. Direct detection: The argument of crossing symmetry fails in the funnel and the

coannihilation tail, since in both cases the WIMP benefits from a “spectral coinci-

dence” which greatly enhances its annihilation rate without altering its other cou-

plings. Direct detection is more promising in the bulk and focus point regions, where

WIMP annihilation is representative of other WIMP interactions in magnitude. Note

that the highest-mass (Mχ & TeV/c2) region of the focus point is dominated by

chargino coannihilation and so is also less promising. Figure 2.19 illustrates the de-

tectability of these classes of model using representative scans of CMSSM parameter

space using DarkSUSY.
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Figure 2.19: Masses and spin-indepedent WIMP-nucleon cross sections within the CMSSM.
The horizontal curves represent upper limits from this work and from proposed extensions
to CDMS technology. The vertical dotted line represents the approximate upper limit of
the LHC’s reach in neutralino mass. The filled (gray) region is a broad scan of CMSSM
parameter space by Baltz and Gondolo [74], while the colored points indicate scans of
this parameter space by the author using DarkSUSY. The colors represent representative
portions of the qualitative regions described in Section 2.1.2: bulk (green), focus point
(blue), Higgs funnel (purple), and coannihilation (red). The highest-mass portion of the
focus point, in which chargino coannihilation becomes significant, is colored separately
(cyan). Numbered points indicate the four Linear Collider Cosmology (LCC) benchmark
models from [87].

This variation among models allows for many narratives of discovery. Generally

speaking, accelerators are mass-limited while astrophysical searches are limited by the mag-
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nitudes of various interaction cross sections. If a model in the bulk region were the true

description of the universe, for example, we can look forward to a wealth of collider infor-

mation and a signal in current or near-future direct searches. If the true model is within the

focus point, in contrast, collider prospects are dim but both indirect and direct detection

signals may be just around the corner.

The CMSSM scans from Figure 2.19 can also be used to compare the reaches

of direct and indirect probes of spin-independent and spin-dependent WIMP interactions.

Figure 2.20 plots the same CMSSM theory points in the σSI − σSD plane, overlaid with

approximate constraints from a leading direct search, a leading indirect neutrino search, and

a projected large direct detection experiment. Note that the spin-dependent sensitivities of

direct and indirect searches are currently comparable, but the spin-independent sensitivity

of the direct searches is much closer to the bulk of CMSSM models.
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Figure 2.20: Comparison of spin-independent and spin-dependent WIMP interaction cross
sections and experimental sensitivities. Colored points represent a selection of CMSSM
models from the regions described in the text, following the color conventions of Figure
2.19. Lines represent approximate minimum upper limits on spin-independent and spin-
dependent WIMP-nucleon scattering cross sections from various leading experiments, un-
der the assumption that ap ≈ an. Boxes represent recent results from a leading direct
search (XENON 10 [158, 159]), a leading indirect neutrino search (Super-K [125]), and the
projected reach of a hypothetical large Ge detector.
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Complementary information

Since each experimental search strategy asks different questions about the nature

of dark matter, the combination of multiple signals can be more informative than any

one alone. Though colliders can measure many aspects of the low-energy supersymmetric

spectrum, for example, they cannot directly identify any of the observed (or unobserved)

particles as a dark matter constituent. We cannot merely assume a priori that the LSP

constitutes the entirety of the dark matter, and collider data alone may not be able to re-

construct the LSP’s relic density if it depends upon the masses and couplings of inaccessible

particles. Only through a consistent combination of collider and astrophysical data can we

confirm the LSP’s identity as dark matter.

(a) Neutralino relic density (b) WIMP-nucleon spin-independent cross section

Figure 2.21: Projected collider constraints possible from the LHC and two versions of the
ILC (500 or 1000 GeV center of mass energy) for the model LCC4, a stau-coannihilation
benchmark model described in [87]. Plots taken from [87].

Astrophysical data can break degeneracies among families of models with equiv-

alent collider signatures. Baltz et al. [87] have considered the complementary nature of

collider data and astrophysical WIMP searches in great detail for a set of four “benchmark”

points, one from each of these regions. Figure 2.21 illustrates an example of degeneracy-

breaking for LCC4, a benchmark point in the coannihilation tail. The LHC cannot measure

enough of the supersymmetric spectrum to accurately determine the relic density, as shown
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in Figure 2.21(a). In particular, the LHC alone cannot exclude models with a wino-like

neutralino, indicated by a peak at very low relic density. This range of models also predicts

a very wide range of values for the direct detection cross section (Figure 2.21(b)), controlled

mostly by variations in the mass of the heavy neutral Higgs H0. Even an order-of-magnitude

measurement of the direct detection cross section would be sufficient to eliminate the wino-

like solutions and provide evidence for a bino-like neutralino with a relic density near that

observed. A similar constraint could not be achieved at colliders alone without data from

a high-energy ILC.

Direct and indirect detection can also provide independent information on the

WIMP mass, a value which may be poorly constrained at a hadron collider. A gamma ray

line from χχ→ γγ, for example, can provide a very precise measurement of the WIMP mass

which may be used to interpret collider data. Measurements of the WIMP mass with direct

detection are also possible [160, 143, 161, 162], though hundreds of observed events can be

required for precise measurements. Even a weak mass constraint can nonetheless provide a

useful consistency check, linking astrophysical observations to collider measurements.
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Chapter 3

ZIP detectors

As described in the previous Chapter, the direct detection of dark matter presents

enormous technical challenges. A competitive experiment must be able to identify a handful

of WIMP-induced scattering events amongst a far larger population of background interac-

tions. This identification technique must perform effectively with keV-scale energy deposi-

tions in kilogram-scale detectors, all while maintaining stable performance over months of

live time. The heart of any direct detection experiment is its answer to these challenges:

its detector technology.

CDMS II’s solution to the challenges of direct detection is the Z-sensitive Ionization

and Phonon (ZIP) detector, a low-temperature semiconductor device for simultaneously

measuring the charge carriers and phonons released by a particle impact. Taken together,

the phonon and ionization signals from each scattering event can be used to measure energy

deposition with a resolution better than 500 eV (rms) and to discriminate nuclear recoils

from electromagnetic backgrounds at energies well below 5 keV. Furthermore, the detailed

timing and distribution properties of the phonon signal identify an event’s location within

the detector. By combining this wealth of information about each particle event, these

detectors provide the sensitivity and discrimination power needed to maintain a leading

search for WIMPs.

3.1 Physical characteristics

Each ZIP (pictured in Figure 3.1) is a cylindrical semiconductor crystal 7.6 cm in

diameter and 1 cm thick. The substrate material is Ge or Si, prepared with low impurity
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Figure 3.1: A Z-dependent Ionization and Phonon (ZIP) detector, showing the photolitho-
graphic patterning of the phonon sensors.

and dislocation concentrations (∼ 1011 impurities/cm3 and < 5000 dislocations/cm2 for Ge)

to ensure good charge transport. The cylinder axis of each detector is oriented along a 〈100〉
crystal axis, while a small flat region along the crystal edge indicates a 〈011〉 direction. The

edge of each detector also has larger flat regions aligned with the 〈010〉 and 〈001〉 directions

to aid in alignment. Most detectors in this data run were made from n-type boules, with

the exception of 8 p-type Ge ZIPs in Towers 3, 4, and 5.

Due to its larger larger atomic mass (AGe = 72.64, ASi = 28.09), a Ge atom has a

larger cross section for coherent WIMP-nuclues interactions than a Si atom. For all but the

lightest WIMP masses, Ge is thus expected to be more sensitive to spin-independent WIMP

interactions than an equal mass of Si. Each Ge ZIP (250g) is also substantially more massive

than its Si neighbors (100g). The use of a mixture of Ge and Si detectors is thus a hedge

against a possible neutron background: a comparison of nuclear recoil rates in both detector

substrates can statistically differentiate a WIMP signal from a neutron background. This

scheme was used to great effect in early runs at the Stanford Underground Facility [163],

but should be unnecessary at deeper sites.

Each of the two detector faces is photolithographically patterned with sensor

wiring, as shown schematically in Figure 3.2. The bottom face (as detectors are com-

monly oriented at Soudan) is divided into two concentric ionization electrodes: an inner

electrode (“Qinner”) covering ∼ 85% of the detector surface and an outer ring 3 mm in

width (“Qouter”). The top face of each detector is occupied by four phonon sensors, each
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Figure 3.2: Schematic sensor configuration of a ZIP detector, showing four phonon sensor
quadrants on the top face and two concentric charge electrodes on the bottom. Detector
edge flats are also shown.

composed of 1036 tungsten transition-edge sensors (TESs) wired in parallel and fed by an

array of aluminum quasiparticle traps. The charge and phonon sensors are described in

more detail in Sections 3.2 and 3.3, respectively.

3.2 Ionization

The ionization readout is perhaps the most familiar element of the ZIP detector.

The basic principle is essentially that of a standard Si particle tracker or high-purity Ge

detector [164]: electrons and holes generated along a particle track are drifted to collection

electrodes using an electric field. The very unusual operating regime of a ZIP – millikelvin

temperatures and V/cm electric fields – leads to significant subtleties, however. Below I

review the fundamentals of this process, referring the reader to the dissertations of Tom

Shutt [165] and Sunil Golwala [166] for further details.

3.2.1 Carrier generation

A particle interacting in a semiconductor lattice can transfer a portion of its de-

posited energy to the electronic system of the crystal. If the energy deposited is much

greater than the semiconductor’s band gap (generally ∼ O(1) eV), the particle can liberate

valence electrons from their bound states into the conduction band. These primary elec-

trons may be sufficiently high in momentum to liberate other electrons, producing a cascade

of charge carriers as the energy of the primaries dissipates into the crystal. The process

culminates in a population of lower-momentum electrons and holes in the vicinity of the

particle track.
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Though the band gaps of Ge and Si are 0.743 eV and 1.12 eV at 0 K, respectively,

the average deposited energy required to generate an electron-hold pair is substantially

greater: 3.0 eV in Ge (3.8 eV in Si) in the millikelvin regime. In other words, a 10 keV

photon fully absorbed in Ge generates 104/3 ≈ 3000 electron-hole pairs. Roughly 25-30%

of the deposited energy is thus consumed in driving charge carriers across the band gap,

while the remainder is dissipated in the form of phonons. This partitioning originates in

the need to conserve momentum through phonon emission during each electron scattering

event, reducing the amount of energy that can be used to create carriers [167].

3.2.2 Charge collection

This initial cascade produces a gas of hot electrons and holes along convoluted

tracks around the initial particle impact. These carriers may initially be protected from

the influence of the surrounding drift field by self-shielding and propagate quasi-diffusively.

If left to themselves, these electrons and holes will eventually either recombine with one

another across the gap or fall into localized energy states within the gap (“traps”). Either

way, the gap energy contained in these carriers is released to the phonon system.

CDMS uses an applied electric field to draw these charge carriers away from the

particle track before they can recombine or diffuse to a trap. A small voltage bias (-3V

for Ge ZIPs in the current experiment, -4V for Si) is applied to the ionization electrodes

with respect to the phonon sensors on the opposite. Since all charge carriers are frozen

out at millikelvin temperatures, no “depletion zone” exists and the resulting drift field

is nearly uniform. These carriers induce corresponding image charges on the conducting

electrodes as they drift across the crystal which may be detected with a sensitive charge

amplifier. Since a drifting hole is equivalent to an electron drifting along the same track in

the opposite direction, a fully-collected electron-hole pair produces the same image charge

expected from a single electron drifting all the way across the detector. In the limit of

perfect charge collection and a fast charge amplifier, the total image charge collected on the

ionization electrodes is equal in magnitude to that generated by the particle interaction,

independent of the interaction’s depth within the crystal.

If a carrier drifts only partway across the crystal, the observed charge signal will

be reduced. The efficiency of the ionization readout channel depends on how likely carriers

are to cross the crystal without recombining or becoming trapped. Both processes are
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Figure 3.3: Charge collection efficiency for 59.5-keV photons as a function of charge bias,
taken from [168]. These data were taken with a Ge device 1 cm thick, so equivalent voltages
on current ZIPs would produce equivalent fields. Observed phonon amplitudes (circles)
match the predictions (curve) from Neganov-Luke production (see text).

more likely at very low electric fields, which allow more opportunity for carrier diffusion

before reaching the electrodes. The field-dependence of charge collection in Ge at millikelvin

temperatures was studied by Shutt et al. [168], culminating in the “seagull plot” shown

in Figure 3.3. At the low trap concentrations achieved by these authors, complete charge

collection is possible in Ge with applied fields as low as ∼ 200 mV/cm, well below those

applied in this work.

Charge carriers can still be lost during drift if the crystal has too high a density of

trapping centers. The trapping rate depends not only upon the density of trapping centers

but upon their character; neutral impurity atoms and defects are expected to have trapping

cross sections orders of magnitude lower than those of charged centers. For this reason,

CDMS detectors are manufactured from highly pure substrate materials. Even this is not

enough, however: donors and acceptors are ionized in equilibrium at low temperatures,

providing enough charged traps to thwart charge collection even at these purities.

Fortunately, these and other charged trapping centers can be neutralized by ex-

posure to a strong radioactive source or to infrared LED light [168, 165]. These generate a

large population of free charge carriers, and if no electric field is present these will quickly

recombine. A small fraction of these carriers, however, will diffuse to a charged trapping
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center and bind to it, neutralizing the center and reducing its trapping cross section. This

neutralized configuration is not the equilibrium ground state, but at millikelvin tempera-

tures it is stable over practical time scales.

The charge contacts themselves take the form of Al grids covering the two detector

faces, each separated from the detector bulk by a ∼ 40 nm layer of amorphous Si. The

top electrode is the phonon sensor grid described in Section 3.3, held at electrical ground

by the low-impedance phonon wiring and covering 32% of the detector face. The bottom

electrode is an Al grid covering 16% of the face and connected to a low-noise charge amplifier

(described below). Grid coverage is deliberately kept low to avoid unnecessary phonon

absorption far from the TES sensors. The amorphous Si layer greatly improves charge

collection for near-surface events by blocking the back-diffusion of carriers into the nearby

electrode [169]; surface events are discussed further in Section 3.5.

3.2.3 The charge amplifier

Figure 3.4 shows a simplified schematic of the ZIP charge amplifier. Charge col-

lected across the detector crystal quickly transfers to the feedback capacitor Cfb, producing

a voltage spike at Vout. This pulse decays back to quiescence as this capacitor drains through

the feedback resistor, producing an exponential falling edge to the voltage pulse. In a stan-

dard ZIP amplifier, Rfb = 40 MΩ and Cfb = 1 pF (the parasitic capacitance of the resistor),

giving a falltime of τfall = 40µs. Since the actual charge collection process takes less than

a microsecond, the ionization pulse shape is set solely by the electronics; all charge pulses

have the same shape, up to possible effects from electronics saturation. A faster charge

amplifier could measure the sub-µs structure of the charge pulse rising edge [170], but it is

difficult to attain sufficient bandwidth with our existing high-capacitance wiring.

The theoretical noise performance of this charge amplifier is set by the noise of

the amplifier’s first-stage JFET, the Johnson noise of the feedback and bias resistors, and

the total capacitance at the amplifier input. The JFET and resistors are dissipative circuit

elements, and so add temperature-dependent noise fluctuations to the amplifier. The input

capacitance is non-dissipative and so generates no noise itself, but it does determine the

gain of the JFET noise; for total input capacitance Ci, the RMS voltage noise eFET at the

FET input appears equivalent to a charge noise of CieFET at the amplifier input, rolled off

at low frequencies by current flow through the bias and feedback resistors. There are also
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+Detector

Vout
Cd
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Cfb

Rfb
Rb

Vb

Cstray

Figure 3.4: Simplified schematic of the CDMS charge amplifier. Currently, Rb = Rfb = 40
MΩ, Cfb = 1 pF, Cd = 93 pF for the inner electrode (36 pF for the outer), Cstray ≈ 75 pF,
and Cc = 300 pF. Capacitance values taken from [171].

current noise contributions from the FET input (iFET ), the detector leakage current (id),

and any microphonic effects on the detector or its wiring (iµ). Shutt [165] has considered

the performance of this amplifier in detail, deriving the following expression for its output

voltage noise as a function of frequency f :

e2
o = |A(f)|2

{
e2
FET

[
(Cd + Cfb + Cstray)2(2πf)2 +

(
1
Rfb

+
1
Rb

)2
]

+ 4kBT
(

1
Rfb

+
1
Rb

)
+ i2FET + i2d + i2µ

}
. (3.1)

In this expression, T is the resistor temperature and A(f) is the amplifier transresistance

A(f) =
Rfb

1 + 2πifRfbCfb
. (3.2)

The resistors are mounted at the detector base temperature, giving T ∼ 40 mK in the

current data runs. The voltage noise at the JFET input is ∼ 0.5 nV/
√

Hz, as measured

by Mandic [1]. The FET and detector current noises are believed to be negligible at these

temperatures, but microphonic currents contribute significantly to ionization noise at very

low frequencies. Furthermore, some detectors show resonant microphonic peaks at a few

kHz, possibly due to reduced tension in the tower wiring.

Figure 3.5 shows a representative charge noise spectrum from the Soudan installa-

tion, overlaid with contributions from the model described above. A set of high-frequency

peaks is clearly visible above the noise baseline due to various forms of electronic pickup. A
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Figure 3.5: Observed ionization noise spectrum for T1Z5 in Soudan Run 123, referred to
the FET gate and overlaid with model predictions following Equation 3.1. The FET noise
is normalized to 0.44 nV/

√
Hz to match the data. The noise spectrum is also rolled off at

high frequencies by the antialiasing filter and other poles of the warm electronics. A charge
pulse (signal) has a power spectrum matching the shape of the Johnson noise contribution.

substantial excess noise is also apparent at low frequencies; this is ascribed to a combination

of electronic pickup (including 60-Hz harmonics), microphonic pickup of mechanical vibra-

tions, and 1/f noise contributions from the JFET. The power spectrum of a charge pulse

matches that of the Johnson noise in Figure 3.5; note that the JFET noise rolls off within

the signal bandwidth, leaving low-frequency noise as the dominant contribution to exper-

imental resolution. CDMS achieves an RMS resolution of σQ ≈∼ 250eV on each charge

channel through use of an optimal filter pulse reconstruction (see Appendix A), though a

few channels with great microphonic sensitivity perform worse.

3.2.4 Charge reconstruction

The CDMS data reduction package (DarkPipe) converts each event’s digitized

ionization traces into more physical quantities – energy, start time, etc. – for later analysis.

This package is discussed further in Chapter 6. I briefly outline the major reconstruction

algorithms used for the ionization channels.
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Optimal filtering

The primary charge-reconstruction algorithm used by the CDMS collaboration

is optimal filtering. This technique takes advantage of the special characteristics of ZIP

ionization signals: each pulse from a given ZIP detector is of essentially fixed shape, with

time constants determined by the electronics, and the noise is predominantly gaussian in

nature. This makes them ideal candidates for optimal filtering: a frequency-domain fit of

a fixed template to the observed trace, accounting for variations in the noise power with

frequency. This algorithm is described futher in Appendix A of this work and in Appendix

B of Sunil Golwala’s dissertation [166].

In this analysis, we fit the two ionization pulses from each event (inner and outer

electrodes) simultaneously to a set of templates to find the charge deposited in each channel.

Figure 3.6 shows a representative set of ionization templates from this run. The four

template traces represent the pulse shapes of the two channels and the ∼ 6% capacitive

crosstalk between them. To account for tiny variations between channels, the templates

are generated by averaging the traces from a selection of well-collected events from each

detector. For well-designed templates, the χ2 returned by the optimal filter algorithm is an

excellent goodness-of-fit parameter with which to reject malformed pulses.

Time-domain fits

DarkPipe also incorporates a simple time-domain fit to the two ionization pulses.

This “F5” fit has substantially worse noise performance than the optimal filter but (unlike

the optimal filter) can easily be applied to large ionization pulses which saturate the digi-

tizers for some portion of their duration. This algorithm is used primarily for background

studies at MeV-energies and will not be discussed further in this work.

3.2.5 Ionization calibration

The ionization channels of each detector are calibrated using extensive (several

million events) calibration sets with 133Ba sources. The primary benchmark is a 356-keV

spectral line, easily visible in Ge detectors.

The ionization sensor calibration of a Ge detector has 4 major components:

1. A correction for residual crosstalk between the two ionization channels. We use

two linear correction factors, generally < 1% in magnitude.
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Figure 3.6: Run 123 ionization templates for detector T3Z4. The QI and QO templates
represent the pulses generated in these channels by events under these same electrodes,
while the QIx (QOx) template represents the crosstalk signal observed in QI (QO) due to
a pulse of unit amplitude in the opposite channel.
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2. A correction for the position dependence of charge collection across the crystal.

Figure 3.7 shows the significant (∼ 5%) dependence of the ionization amplitude of

the 356 keV 133Ba line as a function of detector position, and particularly of ydel.

This is not understood quantitatively, but may result from the y-dependence of TES

ion implantation or neutralization effects due to varying distance from the LEDs.

Beginning with this analysis, we correct qi using polynomials fitted to the centroid

of the 356-keV line as functions of xdel and ydel, as shown in Figure 3.7. This

correction improves the ionization resolution significantly at high pulse energies.

3. Overall calibration of the inner electrode amplitude using 133Ba spectral lines, as

shown in Figure 3.8.

4. Cross calibration of the inner and outer electrode amplitudes using shared events.

The calibration of Qouter generally differs from that of Qinner by a few percent. Very

few high-energy events deposit their energy solely in Qouter, so we correct for this

discrepancy using the small population of 356 keV Ba events shared between the two

electrodes as shown in Figure 3.9. Due to low statistics this calibration is less precise

than that for Qinner, but since qo does not directly figure into the WIMP-search

analysis this is more than adequate.

The energetic 133Ba lines are not always visible in Si ZIPs due to their lower

stopping power, necessitating more indirect calibration methods. We calibration qi for Si

detectors using 356 keV events shared with neighboring ZIPs, in direct analogy to the qi-qo

calibration in Figure 3.9. This is most effective if the neighboring detector is a working Ge

ZIP but works adequately even for T2Z1, the only Si detector with no Ge neighbor. In the

absence of a charge line we take the Qouter and Qinner calibrations of Si detectors to be

equal and do not perform a charge position correction.

3.3 Athermal phonons

ZIP detectors also measure the initial wave of phonons released by a particle

interaction, before the detector mass has had time to come to thermal equilibrium. These

out-of-equilibrium phonons are often called “athermal phonons.” In addition to indicating

the particle energy, this prompt phonon signal retains a great deal of information about
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(a) qi versus ydel before correction (b) qi versus ydel after ydel correction

(c) qi versus xdel after ydel correction (d) qi versus xdel after both corrections

Figure 3.7: Example of ionization position correction for a Ge ZIP (T1Z2). Red lines in each
figure show the fitted contour of the 356 keV 133Ba line, both before and after polynomial
correction. Note that the overall energy calibration is incorporated between Figures 3.7(a)
and 3.7(b). Figures by K. Sundqvist.
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Figure 3.8: Histogram of qi for good 133Ba calibration events, with several spectral lines
indicated in red. The green histogram in the background illustrates the spectrum before
charge position correction.

Figure 3.9: qi and qo amplitudes for 133Ba events in T1Z2, showing events shared between
the electrodes. The red line indicates qi + qo = 356 keV.
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the location, timing, and character of the recoil itself. This additional information (lost in

an equilibrium phonon detector) is a vital contributor to CDMS’s event reconstruction and

excellent background rejection.

3.3.1 Phonon generation

The phonons precipitated by a particle impact originate from three distinct gen-

eration mechanisms: primary, carrier relaxation, and Luke phonons.

Primary phonons

Most of the energy deposited by a particle impact is dissipated into the phonon

system as the scattered nuclei and electrons return to rest. A recoil of energy Er deposits

energy Eprim = Er−NQEgap as primary phonons, where NQ is the number of charge carriers

produced and Egap is the energy gap of the semiconductor. This component, comprising

both high-energy optical phonons and lower-energy acoustic phonons, carries information

about the position, timing, and other characteristics of the particle event.

Carrier relaxation phonons

The remaining energy of the initial particle impact drives electrons across the

semiconductor band gap to produce charge carriers. An energy Egap is stored in each

electron-hole pair. The carriers eventually restore this energy to the phonon system by

relaxing to the Fermi level at the detector surface, producing Erelax = NQEgap of recombi-

nation phonons. Shutt et al. have shown [168] that these phonons contribute to the slow

thermal signal measured by an NTD attached to a Ge detector. It has not been shown

explicitly that relaxation phonons contribute to a ZIP’s faster athermal phonon signal, but

the voltage-invariance of ZIP response to surface events and nuclear recoils suggests that

they do. In this work, I assume that relaxation phonons are collected at the same rate as

primary phonons.

Luke phonons

The imposed electric field does work eV on each electron-hole pair drawn to the

detector surfaces. This energy is dissipated to the crystal as phonon radiation [172], analo-

gously to the emission of Cerenkov radiation by rapidly-moving charges in dielectrics. This
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mechanism, proposed by Neganov and Trofimov [173] and by Luke[174], contributes addi-

tional energy to the crystal beyond that in the initial interaction. These Neganov-Trofimov-

Luke phonons (commonly known to American researchers simply as “Luke phonons”) con-

tribute an energy equal to the field’s work on each charge:

ELuke =
∑
i

qi

∫
pathi

~E · d~x, (3.3)

where the sum is over each charge qi and the integral is over the path taken by that charge.

Since the electric field is essentially uniform within the crystal and the carriers possess a

charge of magnitude e, we can simplify this integral to a sum:

ELuke = eVb
∑
i

di
d
. (3.4)

In the above expression Vb is the detector voltage bias, d is the detector thickness, and di

is the distance traveled by charge i. In the case of full charge collection, each electron-hole

pair covers a total distance d and this expression becomes ELuke = eVbNQ.

Assuming equal collection rates of all three of these populations, the total phonon

signal is thus given by

EP = Er + eVb
∑
i

di
d
. (3.5)

3.3.2 Phonon transport

Phonon propagation across a semiconductor crystal can be impeded by several

processes [175, 176]: phonon-carrier scattering, phonon-phonon scattering, phonon-impurity

scattering, or anharmonic phonon decay. The first two processes are essentially insignificant

at millikelvin temperatures, as no free carriers or energetic phonons are available outside

of the initial interaction “fireball.” Impurity scattering is elastic scattering from atoms of

unusual mass, predominantly isotopic impurities in our high-purity crystals; the cross sec-

tion for isotope scattering scales as σ ∝ ν−4, where v is the phonon frequency. Anharmonic

phonon decay is the spontaneous decay of a phonon to two, each generally carrying away

approximately half of the original energy on average; the anharmonic decay lifetime scales

as τ ∝ ν−5.

Since both processes described above are strongly frequency-dependent, the mean

free path of low-frequency phonons is much longer than that of their higher-frequency

brethren. The vast majority of primary phonons are generated at multi-THz frequencies
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and thus have sub-mm mean free paths. Anharmonic decay rapidly reduces these to a

“bottleneck” frequency near 1.6 THz at which isotope scattering begins to dominate. After

a few microseconds of quasi-diffusive propagation, these phonons decay sufficiently to bring

their mean free path above the crystal dimension. These “ballistic” phonons can finally

travel to the detector surface without significant further scattering.

Since phonons must reach the detector surface to be detected, the observed phonon

signals in ZIP detectors are dominated by ballistic phonons. Primary phonon detection is

thus delayed by the process described above: quasi-diffusion followed by ballistic propa-

gation. We expect most Luke phonons to be generated at ballistic frequencies [172]. Re-

combination phonons are generated at energies of a few tenths of an electron volt but

down-convert rapidly through interaction with the metal films at the detector surface. This

down-conversion mechanism has important implications for particle interactions near the

detector surface, as discussed in Section 3.6.

3.3.3 Phonon detection

Configuration

The top face of each ZIP detector is patterned with four phonon sensor arrays,

each filling a quadrant of the detector’s surface. Each of the four arrays – identified as

sensors A, B, C, and D – consists of 1036 active phonon-sensing elements, wired in parallel

to act in concert as a single sensor. Figure 3.10 depicts the patterning of phonon sensors

across the detector surface. Each sensitive element comprises a superconducting tungsten

(W) transition-edge sensor (TES) 1µm in width, fed by a set of 350 − µm-long aluminum

(Al) collector fins. The TES serves as a sensitive thermometer and the fins act as antennas,

concentrating phonon energy from a wide area onto the tiny TES. Each TES and its sur-

rounding fins are together referred to as a “QET,” standing for quasiparticle-trap-assisted

electrothermal-feedback transition-edge sensors.

Quasiparticle trapping

Rather than measuring the detector substrate temperature directly, our TES’s

are configured to detect phonons collected in an array of aluminum fins arranged around

each TES. If a phonon has sufficient energy (i.e. at least twice the superconducting gap

energy in Al: 2∆A l = 0.36 meV) it can break a Cooper pair in the Al fins to generate
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Figure 3.10: Composite cartoon of the layout of a ZIP detector, taken from [177]. Bottom
right: bottom (ionization) face, showing the inner and outer electrodes. Bottom left: top
(phonon) face, illustrating the nomenclature four the four sensor quadrants (A-D) and
the x − y coordinate system (z is depth within the substrate). Top left: One of the 37
photolithography dies that make up each quadrant of the phonon surface, illustrating the
28 individual QETs surrounded by the ionization grid. Top right: A single QET, consisting
of a 1µm-wide W TES connected to Al collector fins.
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quasiparticles. Note that this is much greater than the typical energy kBT = 3.4µeV of

thermal phonons at 40 mK; only energetic phonons far from equilibrium can create Al

quasiparticles. These primary quasiparticles can lose excess energy by creating additional

quasiparticles and by radiating sub-gap phonons, eventually reaching energies near the

minimal 2∆. The quasiparticles diffuse throughout the fins, eventually recombining after a

time scale set by the cleanliness of the Al film.

These quasiparticles are collected from the Al films into the W TES following a

mechanism suggested by N. Booth [178]. Since our W TES films have Tc’s far lower than

those of the surrounding Al films (∼ 80 mK versus 1.2 K), the minimum quasiparticle energy

in the TES (2∆W ≈ 25µeV) is correspondingly lower than that in the fins (though still larger

than the thermal phonon energy). An Al quasiparticle that diffuses to the TES edge can

thus enter the W, but quickly loses enough energy to prevent its return to the Al. A slight

overlap between the Al and W films produces a border region of intermediate gap through

the proximity effect, reducing the probability of reflection at the interface. The Al-W

interface thus acts as a one-way door, concentrating quasiparticle energy in the Al fins into

the TES. This has the effect of amplifying our sensitivity to athermal phonons enormously:

phonon energy from a wide area is concentrated into a TES of low heat capacity, producing

a much larger temperature change than would be experienced with the TES alone.

Transition-edge sensors

In order to detect variations in the initial fast wave of athermal phonons, we re-

quire phonon sensors with high bandwidth (∼ 100 kHz) and extremely low noise. CDMS

achieves these goals using arrays of superconducting transition-edge sensors (TESs), the

central sensitive elements of the ZIP phonon channels. A TES is a thin film of supercon-

ductor maintained at its transition temperature Tc, part-way through its transition from

superconductivity to normal conduction. Since this transition is extremely sharp, a TES

can serve as an extremely sensitive thermometer: a tiny temperature change causes a macro-

scopic change in resistance which may be detected with a sensitive amplifier. The sensitivity

of a TES is characterized by the dimensionless derivative of the transition at the bias point

(quiescent temperature T0, resistance R0):

α ≡ d logR
d log T

=
T0

R0

dR

dT
. (3.6)
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Thermal fluctuation processes set the width of the superconducting transition [179] and thus

the sensitivity of an ideal TES. Single TESs can attain values of α > 1000, with transitions

much less than 1 mK wide.

T0

Tp ~ T0

Te

Gep

G0

Electrons

Phonons

Bath

Ce

Cp

P (external)

PJ (Joule)

Pep

P0

Figure 3.11: Cartoon of the thermal circuit of a TES based upon electron-phonon decoupling
within the TES, i.e. Gep � G0.

Figure 3.11 depicts the basic thermal configuration of one of our tungsten TES’s.

The crystal lattice of the tungsten film (phonon system) is heat-sunk to the crystal substrate,

which is cooled by a dilution refrigerator (thermal bath) to Tp ≈ T0 ≈ 40 mK. The electron

system of the tungsten film is heated by the Joule power of the electric currrent flowing

through the TES, as well as by any external power from incoming quasiparticles. Electron-

phonon interactions are very weak at these low temperatures, so the thermal link between

the two systems is weak (Gep ∝ T 5, Gep � G0) and the electron system can self-heat to

a temperature substantially higher than that of the substrate. In equilibrium the electron

temperature Te finds a value such that the heat flow entering from Joule heating (PJ =

IV = V 2/R) and any constant ambient external power matches that flowing away to the

bath: PJ + P = Pep = Gep(Te − Tp) ' Gep(Te − T0). Since the TES’s temperature affects

its resistance and thus the Joule power, the exact choice of bias point is set by the feedback

between this thermal configuration and the electrical bias circuit. The full theory of TES
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behavior in realistic circuits is described in a review article by Irwin and Hilton [180]; here

I limit myself to the simplest conclusions in the case of .

Stable operation can be achieved by operating a TES in a voltage-biased configu-

ration with negative electrothermal feedback (ETF) [181]. If the voltage Vb across the TES

is held constant by the external circuit, then any increase in TES temperature (and thus

resistance) leads to a decrease in the Joule power:

dPJ
dT

=
∂(V 2

b /R)
∂R

dR

dT
= −

V 2
b

R2
0

dR

dT
= −α

PJ,0
T0

. (3.7)

This reduction in Joule power acts as negative feedback, allowing the TES to quickly cool

to its quiescent temperature after an energy deposition. Electrothermal feedback is most

effective if the TES is self-heated well above the temperature of the local thermal bath

(Te � T0).

ETF also greatly increases the operational bandwidth of a TES sensor. Consider a

self-heated, voltage-biased TES of heat capacity C connected to a thermal bath T0 by a link

of conductivity G (assumed constant for small temperature excursions). If its temperature

deviates from equilibrium by an amount δt ≡ (T − T0), the system will recover with a

characteristic timescale of τthermal = C/G. For a TES we must further account for the

contribution of Joule heating to the heat flow balance:

C
dδT

dt
= δPJ −GδT = −

(
αPJ,0
T0

+G

)
δT. (3.8)

For the rapid spike in temperature from a particle event, the solution to this equation is

an exponential decay with a new time constant. Defining the dimensionless gain factor

L ≡ αPJ,0
GT0

for convenience, we can write this new recovery time constant as

τETF =
GT0 + αPJ,0

CT0
=
τthermal
1 + L

. (3.9)

In the limit of extreme electrothermal feedback, L can be much greater than unity and the

recovery time can be sped up enormously. Our TES’s exhibit an ETF recovery time of

order τETF ∼ 200µs.

It is interesting to note that the calibration of a TES in strong electrothermal

feedback is particularly simple. In the limit of extremely strong ETF, the temperature

change in the TES resulting from an external power input goes to zero. This means that

the change in Joule power must exactly balance the incident power. This conclusion survives
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in the limit of a perfectly linear TES transition, and in most practical cases we have

∆E =
∫
dt Pext = −

∫
dt δPJ = −Vb

∫
dt δI. (3.10)

In practice, however, we generally calibrate our phonon amplitudes empirically and little

use is made of this relationship.

The four phonon sensors on the top surface of a ZIP detector are each composed

of 1036 tungsten (W) TES’s wired in parallel. Voltage biasing allows for stable operation of

such an array as if it were a single TES, even if the individual sensors have slightly different

transition temperatures: self-heating will naturally bias each TES within its transition. This

array configuration allows TESs to be distributed across the entire detector surface without

the complexity of reading each out separately. The price is a broadening of the transition

(and thus a reduction in α to values below 100) due to variations between individual TES’s.

Each TES is a tungsten film 1µm wide, 250µm long, and 35 nm thick. The

normal-state resistance of a CDMS TES is ∼ 1.25 kΩ, giving each sensor array a resistance

of order ∼ 1Ω. The TES films are deposited by a Balzers sputterer as a mixture of α-phase

and β-phase tungsten, targeted for a transition temperature of Tc ∼ 120 mK. Following

a technique developed by B. Young et al. [182, 183], we use implanted Fe ions to tune

the transition temperatures of each sensor to produce a uniform Tc near 80 mK across the

detector.

3.3.4 The phonon amplifier

Figure 3.12 is a simplified schematic of a ZIP phonon channel amplifier. A full

analysis of the transfer function of this amplifier, accounting for finite gain and the finite

impedance of the voltage biasing circuit, would take us afield of our main narrative, but I

refer the reader to the aforementioned review article [180]. The TES (actually a parallel

TES array) is kept voltage-biased in its transition by the current bias Ib and the small shunt

resistor Rsh � RTES . Any change in TES resistance produces a corresponding change in

the input coil current ∆Ii ≈ −Ii∆RTES
RTES

. A small input coil translates this into a change

in magnetic flux through a sensitive magnetometer: a series array of DC SQUIDs. The

resulting change in SQUID voltage is amplified and fed back to a feedback coil, arranged in

negative feedback to keep the flux threading the SQUID constant. The feedback coil has one-

tenth as many turns as the input coil, so the amplifier must drive a current 10∆Ii to cancel

the change in SQUID flux. The overall amplifier thus has an approximate transresistance
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Figure 3.12: Simplified schematic of the CDMS phonon amplifier. In the current CDMS
circuit, RTES ∼ 200 mΩ, Rsh = 25 mΩ, Rfb = 1200Ω, and Li = 250 nH = 100Lfb.

of 10Rfb = 12 kΩ referred to currents in the input coil. This gain is rolled off by the input

coil’s self-inductance at f3dB = ZTES
2πLi

≈ 80(150) kHz for Ge (Si) ZIPs.

The noise performance of the phonon channel is set by fluctuations in the system’s

three main dissipative components – the TES’s electrical resistance, the shunt resistor, and

the electron-phonon conductance G within the TES – and by the noise current of the SQUID

array. The full theory of TES noise is quite intricate due to the complex interplay between

the electrical and thermal circuits; the full result is discussed in [180]. In our case, it is a

good approximation to say that the Johnson noise of the shunt resistor (located with the

SQUID at ∼ 1 Kelvin, rather than with the TES at 40 mK) is the dominant contribution to

the current noise in the input coil: ish =
√

4kBTshRsh
RTES

≈
√

4kB(1K)(0.025Ω)

(0.25Ω) ≈ 15 pA/
√

Hz. The

TES contributions (Johnson noise and thermal fluctuation noise) are suppressed relative to

this by the lower TES temperature, while the SQUID itself contributes only a few pA/
√

Hz.

Like the signal gain, these fluctuations are rolled off by the L/R time constant formed by

the input coil and TES resistance.

As a final note, it is possible to use the electrical response of the TES circuit – i.e.

its complex impedance – to probe the electrothermal characteristics of the TES itself. The

TES’s response to an electrical stimulus of its bias line is similar (though not identical) in

form to its response to added thermal power, and some of the relevant time constants may

be read off of this. Figure 3.14 shows a recent attempt to measure the frequency-dependence

of the TES circuit’s amplitude response. The L/R pole is clearly visible near ∼ 80 kHz,
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Figure 3.13: Observed phonon noise spectrum for T1Z5 channel A in Soudan Run 123.
Spectrum is referred to the SQUID amplifier input coil.

but the undulation at lower frequencies is not completely understood. Matt Pyle has shown

that these features are likely to be indications of phase separation, a condition in which a

narrow TES cannot maintain a uniform temperature along its length and partitions into

regions of different resistance. This does not have immediate implications for this WIMP-

search analysis, but does suggest modifications to our TES design that will make our phonon

sensors easier to characterize.

3.3.5 Phonon reconstruction

Significant variations in pulse shape with amplitude, position and recoil type ren-

der phonon pulse reconstruction significantly more complex than charge reconstruction. No

single filter configuration is optimal for all aspects of this process. The current data re-

duction package draws a sharp distinction between two aspects of phonon pulse analysis:

energy reconstruction and pulse shape characterization. Each has different requirements

and applies different algorithms, as described below.

Energy reconstruction

Phonon pulse energies are computed using an optimal filter algorithm, as described

in Section 3.2.4. A start time and amplitude are fit separately for each phonon sensor, within
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Figure 3.14: Amplitude response of phonon channel T1Z2A to electrical stimulus, measured
by driving the TES bias line with a sine wave frequency sweep and observing the output.
Amplitude units are arbitrary for our purposes. The “neck” at the plot’s right extremity is
an artifact of experimental noise, not a true plateau in response.

start time windows of [−50,+200]µs for Ge and [−25,+100]µs for Si. Each detector uses a

simple template based on a two-exponential functional form, characterized by a risetime and

falltime: A(t) = A0(1 − e−t/τ1)e−t/τ2 . Since phonon pulse shapes vary substantially with

position and energy while the template remains static, the resulting amplitude estimates

have significant position dependence and energy nonlinearity which must be corrected for.

This variation in pulse shape limits the usefulness of the phonon χ2 and start time, so they

are generally ignored during the analysis.

DarkPipe also computes an alternate estimate of each phonon pulse energy using

the integral of each trace. This estimate has smaller position and energy variation than the

optimal filter result, but due to its poorer noise performance it is only used for high-energy

events. These integral estimates play no role in the present WIMP-search analysis.

Pulse shape characterization

The phonon pulse shape parameters currently in use by CDMS take the form

of first-crossing times for particular thresholds. The primary phonon risetime pminrt, for

example, is defined as (PXr40-PXr10), the difference between the times at which the primary

phonon pulse last exceeds 10% and 40% of its maximum amplitude along its rising edge.

DarkPipe computes these crossing times using a time-domain walk algorithm, applied after
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filtering the pulse with a 50 kHz (90 kHz for Si) zero-delay low-pass Butterworth filter to

reduce noise jitter.

A primary advantage of these walked timing parameters is that they do not depend

on any particular model of the phonon response of the detector, which is relatively complex.

The price of that ignorance of the signal, however, is poorer discrimination against noise.

This is generally not a major concern at practical energies for the primary (largest) phonon

pulse for each event, but it can be more problematic for the much smaller and slower opposite

(smallest) phonon pulse. As shown in the left plot of Figure 3.15, the distribution of walked

opposite phonon pulse delay can be distorted at low pulse amplitudes. Less distortion is

apparent in a simple time-domain fit of the phonon pulse, shown in the right plot. Further

development of such fits is in progress, but due to time constraints they were not used in

the present analysis.

Figure 3.15: Time delay of the smallest (opposite) phonon pulse for a given event as a
function of total event energy, computed for Left: DarkPipe’s walk algorithm and Right:
PipeFitter’s time-domain fitting algorithm. No correction for position dependence has been
performed. Note the greater stability of PipeFitter’s fitted delay at low energies, where
noise fluctuations can thwart a simple walking algorithm.

Position reconstruction

The approximate position of each event within the detector may be reconstructed

by comparing the phonon amplitude and shape parameters described above among the four

phonon sensor arrays. CDMS uses two distinct position-reconstruction techniques based

upon these parameters:
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1. Phonon partition (xppart, yppart): An event should deposit more of its energy

in the nearest phonon sensor than in its farther neighbors. We define two position-

reconstruction parameters based upon the partitioning of phonon energy among the

four sensors:

xppart ≡ (pc + pd)− (pa + pb)
pa + pb + pc + pd

yppart ≡ (pa + pd)− (pb + pc)
pa + pb + pc + pd

.

Where needed, we can also define a radial parameter rpart ≡
√
xppart2 + yppart2.

These parameters produce the position manifold shown in Figure 3.16(a), known

internally as the “box plot.” Partition parameters map the circular ZIP detector

to an approximate square, but give the best position resolution due to the excellent

amplitude resolution of the optimal filter algorithm.

2. Phonon delay (xdel, ydel): An event’s phonon energy should also reach the near-

est phonon sensors before the farther ones. We define two position-reconstruction pa-

rameters based upon the relative start times (technically the 20% rising edge points,

PXr20) of the largest phonon pulse and its two adjacent neighbors. For an event under

sensor A, these quantities become:

xdel(A) ≡ PAr20− PDr20

ydel(A) ≡ PBr20− PAr20.

Where needed, we can also define a radial parameter rdel ≡
√
xdel2 + ydel2. This

yields the more circular “delay plot” shown in Figure 3.16(b).

Each of these position reconstructions suffers from problems of degeneracy: two

events at different radii may show up at similar places in the box or delay plot. This

is primarily due to phonon reflections, which distribute the energy of an event near the

crystal edge to the more distant TES’s. Figure 3.17 illustrates this effect and its solution:

both partition and delay reconstructions fold back differently at high event radii, so their

combination can be used to break the degeneracy. This combined position reconstruction is

an important component of the phonon correction manifold described in the next Section.

It is important to note, however, that reconstruction degeneracies may still remain near the

outer edge.
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Figure 3.16: Position reconstruction plots for data from the G31 109Cd calibration using (a)
phonon partition and (b) phonon delay. The dark splotches indicate event concentrations
from the eight narrow holes in the source collimator, in this case placed on the detector’s
phonon face.
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Figure 3.17: Plot of the two major position reconstruction parameters for events along a
narrow slice across a ZIP detector (small yppart). The x-axis is the partition parameter
xppart, while the y-axis is the radial delay parameter rdel. Note that xppart is less
position-sensitive at high radii, but this degeneracy is greatly reduced by the combination
of the two parameters.

3.3.6 Phonon calibration

Basic calibrations

Within a single detector, the sensitivities of the four phonon sensors often differ

by ∼ 10 − 15%. To make the phonon response more uniform across the detector, the

four sensor amplitudes are scaled by four gain factors chosen to minimize the width of the

ionization yield band. After applying these relative gains, the phonon energy is calibrated

with reference to the ionization signal: the summed phonon amplitude is multiplied by an

overall gain factor chosen to ensure ionization yields near unity at low energies.

Figure 3.18(a) is a plot of ionization yield versus recoil energy after these cali-

brations have been applied. The yield band is very diffuse and its mean value depends

strongly upon event energy. Both of these effects are due to the strong position- and

energy-dependence of athermal phonon signals. The optimal filter algorithm assumes a

fixed pulse shape, and so assigns slightly different amplitude values for two pulses of the

same energy but different shapes. Variations in pulse shape with event energy (due to TES

nonlinearity) and position (due to geometric effects) thus appear as variations in phonon
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energy sensitivity. These same variations in pulse shape cause walked timing parameters

(e.g. risetime) to vary with event position and energy. Both of these effects are made yet

worse by variations in TES properties within and between each phonon sensor array.

Phonon correction table
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Figure 3.18: Ionization yield as a function of recoil energy for 133Ba calibration data (a)
before and (b) after applying the phonon correction table.

These position- and energy-dependencies are reduced through the use of a phonon

correction table, a technique initially developed by Blas Cabrera and Clarence Chang and

described in [177]. The basic principle of this method is to compare each event’s phonon

parameter values against a look-up table describing how the mean values of these parameters

vary with event location and energy. By factoring out the bulk trends expressed in the

look-up table, we obtain “corrected” parameters with more uniform response and superior

resolutions.

The look-up table of correction factors is derived empirically from the large sample

of photon events acquired during the 133Ba calibration runs. A separate table is defined

for each ZIP detector and for events beneath each of the four phonon sensors within that

detector. Each event is located in a four-dimensional manifold defined by three position

variables (xppart, yppart, rdel) and one energy variable (prg). The addition of phonon

energy to the table definition is a new innovation for this run by Bruno Serfass, which

achieves superior parameter resolution and obviates the need for a separate correction for
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energy nonlinearities. Each event is associated with a set of “nearest-neighbor” events within

this manifold, evaluated using a metric on this parameter space chosen empirically to achieve

good correction performance. The table takes the form of a mapping between each of these

calibration photon events and the mean values of the desired phonon parameter across its

set of nearest-neighbor events. The number of nearest neighbors affects the performance

of the correction algorithm: a table with too few neighbors is limited by statistical noise,

while one with too many neighbors averages over too large a region of parameter space and

misses local trends.

For each WIMP-search or calibration event we wish to correct, we find its nearest

neighbor from among the lookup table gammas according to the same metric. The lookup

table provides an associated mean value over the set of neighbor events. For a parameter

“par”, the corrected parameter value “parc” is given by

parc = par ·
〈par〉 all gammas

〈par〉lookup table neighbors

The correction table algorithm is vulnerable to degeneracies in the 4D manifold

on which the lookup table is based. If two separated portions of the detector give simi-

lar values of xppart, yppart and rdel the set of nearest neighbors for a given event may

include events from both detector regions. If these regions have different intrinsic distribu-

tions of the parameter under consideration, erroneous corrections can occur. ZIP detectors

unfortunately show substantial degeneracies between outer and inner detector radii in all of

these parameters. Though the combination of the three breaks most of these degeneracies,

troublesome regions of miscorrection remain.

3.4 Ionization yield discrimination

A charged particle moving through a crystal lattice can lose energy to the lattice

in two major ways: by liberating valence electrons or by imparting kinetic energy to en-

tire atomic cores. The relative rates of energy loss through these two pathways (dEedx , dEa
dx )

depend upon the target material and on the projectile’s mass, charge, and kinetic energy.

Fast, lightweight projectiles (e.g. electrons) deposit almost all of their energy in the elec-

tron system, while slower, heavier projectiles (e.g. recoiling atomic nuclei) can transfer a

significant proportion to atomic cores.
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This division of energy has important implications for particle detection. Both

charge carriers and scintillation photons are generated from excitations of the electronic

system, so the ionization and scintillation signals observed from a nuclear recoil event is

reduced relative to an electron recoil event of the same energy. This effect must be accounted

for in the analysis of data from any WIMP-detection experiment. Moreover, a properly-

designed experiment may distinguish electron recoils from nuclear recoils by measuring two

or more attributes of each particle event.

Following this principle, CDMS discriminates electron recoil events (most radioac-

tive backgrounds) from nuclear recoil events (WIMPs and neutrons) by comparing the

magnitudes of each event’s ionization and phonon signals. The ionization signal of nuclear

recoil events is reduced as described above, while the phonon signal is proportional to an

event’s total energy deposition. CDMS’s primary discrimination parameter is ionization

yield, defined as

y ≡
EQ
Er

=
EQ

EP − eVb
ε EQ

. (3.11)

In this expression, ε is the mean electron-recoil energy required to generate a single electron-

hole pair and the charge energy EQ is normalized so that y = 1 for electron recoils. Figure

3.19 shows the enormous discrimination power of this parameter: nuclear recoils are clearly

separated from electron recoils at recoil energies above ∼ 3 keV. Fewer than one electron

recoil in 104 above ∼ 10 keV leaks into the ±2σ nuclear recoil band, as defined by neutron

calibration data.

Lindhard and coauthors [184] have modeled the energy-dependent ionization yield

expected from nuclear recoils in various crystals. The position and shape of the nuclear

recoil band in Ge ZIPs, shown in Figure 3.19, is in excellent agreement with that predicted

by Lindhard’s model. As Figure 3.20 shows, the agreement is less impressive for Si: the

observed nuclear recoil band is uniformly lower than predicted at high recoil energies. In this

Figure, the variations visible among detectors and the poor agreement with the model at

very low energies (. 10 keV) are consequences of calibration variations and the simple fitting

function; the large discrepancy with the model at high energies is not. This discrepancy

is believed to be a consequence of reduced ionization collection in Si at low electric fields

(4 V/cm, in this case), but the detailed mechanism is not understood. This theory is

supported by data from a Si ionization detector taken at much higher fields (2000 V/cm)

by Dougherty et al. , which agrees well with the Lindhard prediction. This discrepancy is
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Figure 3.19: Ionization yield as a function of recoil energy for the Ge ZIP T1Z5. The
blue points (upper band) represent electron-recoil events from a calibration with a 133Ba
source. The green points (lower band) represent nuclear-recoil events from a 255Cf neutron
source. Dashed lines indicate the approximate ±2σ boundaries of the bands, as determined
by empirical fits.

not expected to impact our data analysis, since our yield bands are fit empirically and any

localized differences in charge recombination should not affect the accuracy of our recoil

energy scale.

3.5 The dead layer

As described above, ionization yield is an extremely powerful discriminant against

electron recoils in the bulk of the target crystal. Unfortunately, these are not the only

background faced by CDMS. Electron recoils which occur in a ∼ 10µm-thick “dead layer”

near the detector surface show suppressed ionization collection, occasionally giving ioniza-

tion yields low enough for such surface events to be mistaken for nuclear recoils. This effect

was observed in early work with Ge ionization/phonon detectors by Shutt and collabora-

tors in 1992 [186]. Surface events can arise from incident electrons or low-energy X-rays,

which have very short penetration depths, or from Compton scattering within the near-

surface layer. It is these surface events, rather than bulk electron recoils, which constitute

the dominant background of the CDMS experiment (and the related EDELWEISS experi-

ment). The successful rejection of surface events at ever-higher exposures is crucial to the
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Figure 3.20: Comparison between the fitted nuclear recoil band centerlines for the various
Si detectors in this data run (dashed curves) with the prediction of Lindhard theory (solid
curve). Also shown are data points taken with a Si ionization-only detector at high field by
Dougherty et al. [185].

future of semiconductor detector technology.

3.5.1 Origins of the dead layer

To understand the origin of the surface event problem, consider the case of an

electron recoil within a few microns of one of the surface electrodes. For definiteness, suppose

that the interaction occurs near the more-negative electrode (the ionization electrode face,

given the usual CDMS bias polarity); an event near the opposite electrode shows the same

behavior, with electrons and holes swapped. Holes from this event drift only a short distance,

so the ionization signal is determined by the number of electrons which drift across the

crystal to the opposite electrode.

In principle, there are at least three mechanisms by which an event’s proximity to

the surface electrode could reduce the ionization signal:

1. Back-diffusion: Some charge carriers will reach the surface electrode before the bias

field draws them fully free of the initial charge droplet. In particular, a substantial

number of opposite-sign charge carriers (electrons, in this case) will back-diffuse into

the electrode. Any carrier reaching the metal electrode is expected to relax to the

Fermi level almost immediately and not drift across the crystal. This mechanism is
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illustrated schematically in Figure 3.21.

2. Enhanced trap density: The crystal surface could contain a higher density of

defects and other trapping sites due to damage from the fabrication process (e.g.

from ion implantation) or chemical reactions with air. These traps could capture a

disproportionate number of carriers for near-surface events, preventing drift across

the crystal.

3. Electrostatic induction: An electric charge near a conducting surface is attracted

to that surface due to its polarizing effect upon the conductor. For an isolated electron,

this force exceeds that of a 3 V/cm drift field when the electron approaches within

∼ 100µm of the conducting electrode. This distance scale is clearly far too large,

however, since we do not actually have isolated charges – a realistic model (outside the

scope of this work) must account for the polarization effects of both carrier types in the

initial charge droplet, which drastically reduces the net attractive force. Nonetheless,

this mechanism may affect the motions and trapping of charge carriers near a detector

surface.

Back-diffusion is believed to be the dominant source of the dead-layer effect, a theory

supported by work on charge contacts by Shutt and collaborators [169]. The authors found

that an amorphous Si layer between the bulk crystal and the electrode drastically reduced

the thickness of the dead layer, consistent with a blocking of back-diffusion by the large

pseudo-band-gap of the amorphous material. A dead layer effect still remains, however,

due either to imperfect blocking or to the other two mechanisms. N. Mirabolfathi and the

Berkeley group are currently attempting to study the source of the dead layer effect using

Ge test devices with charge contacts suspended above the detector surface.

3.5.2 Characterization of the dead layer

To study the dead layer in more detail, the Berkeley CDMS group undertook an

extensive calibration study of a Ge ZIP detector (designated “G31,” now installed at Soudan

as T2Z5) with a collimated 109Cd β-source [2]. This calibration spanned two runs of the

Berkeley dilution refrigerator in late 2002, one with the source illuminating the detector’s

charge face, the other illuminating its phonon face. The analysis of these data is described

more fully in V. Mandic’s dissertation [1]. Figure 3.22 illustrates the recoil energies and
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Figure 3.21: Cartoon of the dead layer effect in a ZIP detector. Carriers (h+, e−) from an
event in the detector bulk (left) are fully collected, while those from a surface event (right)
may be lost to diffusion into the nearby electrode. The metal electrode also mediates a
more rapid conversion of high-frequency phonons (narrow sine) to low-frequency ballistic
phonons (wide sine).

ionization yields of events from these calibrations, including the prominent 22-keV X-ray

line and low-yield surface events of 109Cd decay.

The G31 data analysis revealed a great deal of qualitative and quantitative infor-

mation about the dead layer. Most prominently, these data revealed a stark asymmetry

between surface events on the two detector faces. This difference is clearly visible in Fig-

ure 3.22: the intermediate-yield band of 109Cd electron events appears at higher ionization

yield when the source is on the charge face than when it is on the phonon face. Figure 3.23

illustrates the same effect in surface events from 133Ba calibration data taken at Soudan.

The origin of this phenomenon is not fully understood, but may be due to asymmetric

Schottky-type effects at the charge contacts. This effect has important implications for the

detector’s response to surface events: the vast majority of surface events which can mimic

nuclear recoils in yield occur on the detector’s phonon face.

This observation can also be described in terms of variations in the dead layer’s

thickness. These data were used to estimate the dead layer’s thickness using a technique due

to T. Shutt: under the assumption that yield is a monotonic function of depth, we can use

the known (exponential) depth distribution of the 22-keV X-ray photons and the observed

distribution of ionization yield to infer the dependence of yield upon depth. Figure 3.24

shows the result of such an analysis, based upon events from collimated sources (shielded

with foil to block surface electrons). Finite resolution effects determine the slope of this
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Figure 3.22: Ionization yield bands from calibrations of detector G31 with a 109Cd source
on the charge face (left) and phonon face (right), after correction for energy nonlinearity
and position dependence. The solid lines indicate the ±2σ electron recoil (top) and nuclear
recoil (bottom) bands. Surface β events appear between the two bands, with different yields
and reconstructed energies on the two faces. Both data sets include calibration runs with a
255Cf source to illustrate the location of the nuclear recoil band.

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Recoil Energy [keV]

Io
ni

za
ti

on
 Y

ie
ld

 

 

P face
Q face

Figure 3.23: Distribution of surface events from 133Ba calibrations of detector T1Z5 during
this data run. The gray dotted lines define the various bounds of the surface event selection
used here. The solid lines indicate the bounds of the ±2σ nuclear recoil band. Many fewer
events from the charge surface (◦) than from the phonon surface (×) appear within the
nuclear recoil band.
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plot at large depths, but the sharp drop in yield at shallower depths corresponds to the

actual dead layer. In addition to confirming the dead layer’s general scale (. 10µm), these

data suggest a much thicker dead layer on the detector’s phonon face that on its charge

face. Comparisons of the dead layer thickness at different voltage biases also reveal that

the dead layer narrows at high biases (as expected) and is much thicker at positive biases

than negative.
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Figure 3.24: Estimated relationship between ionization yield and event depth, based upon
22-keV X-ray photons from the 109Cd calibration of G31. The two curves represent data
taken with the source on the detector’s charge face and phonon face, indicating the asym-
metry in response between the two faces. Plot modified from work by V. Mandic.

3.6 Surface event discrimination

The advantage of ZIPs over earlier semiconductor detectors technologies lies in

their ability to distinguish surface electron recoils from bulk nuclear recoils, despite their

similar ionization yields. The key to this discrimination power is the rapid response of the

TES arrays to out-of-equilibrium (“athermal”) phonons. This faster response permits us to

resolve subtle differences in the temporal and spatial structure of the initial wave of phonons

from a particle event. In this way, the CDMS phonon sensors behave as bolometers (power-

sensing devices) rather that merely as calorimeters (energy-sensing devices), detecting subtle
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differences in the “sounds” made by different particle impacts. These differences in phonon

pulse timing and spatial distribution allow the CDMS experiment to reject more than 99%

of surface events, while still maintaining substantial acceptance of nuclear recoils.

3.6.1 Discrimination parameters

Phonon timing

The CDMS experiment identifies surface electron recoils based primarily upon the

rapid arrival of their athermal phonon signals. Relative to a bulk event of similar energy

and location, phonon pulses from a surface event have a sharper rising edge and arrive more

quickly after the charge pulse. Figure 3.25 illustrates the substantial difference between the

shapes of 60-keV bulk and surface events in the same region of the detector. This difference

in phonon timing is believed to originate in the down-conversion process whereby energetic

primary phonons become lower-energy ballistic phonons. Primary phonons reaching a metal

film are down-converted rapidly, short-circuiting the quasi-diffusive regime and resulting in

a more rapid release of ballistic phonons. Moreover, the phonon pulses of bulk nuclear

recoils are observed to be yet slower than those of bulk electron recoils. This effect may be

due to differences in the Luke phonon contribution (bulk electron and nuclear recoils have

different ionization yields) or in the initial phonon population. Either way, this phenomenon

further improves our ability to discriminate nuclear recoils from surface events.

In this analysis we characterize the speed of the phonon signal using the shape of

each event’s primary (largest) phonon pulse. We define two major parameters based on the

“walked” timing quantities described above:

1. The primary phonon delay (pdel), defined as the difference between the start of

the ionization pulse (as determined by the optimal filter algorithm) and the 20% point

along the primary phonon pulse’s rising edge (PXr20).

2. The primary phonon risetime (pminrt), defined as the difference between the 10%

and 40% points along the primary phonon pulse’s rising edge (PXr40-PXr10).

Figure 3.26 illustrates the definitions of these parameters.

The raw timing parameters described above vary substantially with event energy

and position due to TES nonlinearities and the finite propagation speed of ballistic phonons

across the detector. A surface event near the detector’s outer rim and a bulk event near it’s
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Figure 3.25: Comparison of the leading edges of 60-keV electron recoils in the bulk and
(phonon) surface of a detector. Each pulse is an average of several similar events in a
localized detector region of the G31 calibration data. Plot due to P. Meunier and B. Serfass.
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Figure 3.26: Plot of a digitized event trace from a ZIP detector, zoomed in on the leading
edge to illustrate phonon timing parameters. The “primary” (largest) phonon pulse of this
event occurs in channel A. The vertical dashed lines indicate the event’s primary risetime
(time between the 10% and 40% points of the primary phonon pulse’s rising edge) and
primary delay (time between the charge start time and the 20% point of the primary
phonon pulse’s rising edge).
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center, for example, may have similar values of pdel. To improve surface event discrimina-

tion, this analysis uses phonon parameters corrected for energy- and position-dependencies

using the lookup-table described in Section 3.3.6. Figure 3.27 compares the risetimes and

delays of nuclear recoils and surface events after this correction: surface events are confined

to a relatively narrow range of low values (fast pulses relative to their neighbors), while

nuclear recoils extend to much higher timing values. A combination of a lower limit on

these timing parameters with an upper limit in ionization yield will accept nuclear recoils

while excluding surface events.
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Figure 3.27: Ionization yield versus phonon timing parameters for T1Z5 calibration data
from this data run. The left pane shows the primary risetime, while the right shows the
primary delay; both timing parameters and yield are shown after application of the look-
up-table correction.

As shown in Figure 3.28, primary risetime and primary delay are strongly corre-

lated with one another. This correlation is not surprising: the two parameters depend upon

similar processes, and their definitions include overlapping portions of the primary pulse

(10%-20%). The various phonon shape and distribution parameters are generally corre-

lated with one another fairly strongly. This is an important consideration when developing

criteria to discriminate nuclear recoils from surface events.



114

Figure 3.28: Scatter plot of primary risetime and delay (after correction) for calibration
events on detector T1Z2.

Phonon partition

Surface and bulk events also differ in the distribution of collected energy among

the four phonon sensor arrays. This is primarily a consequence of geometry: from the

perspective of an event near to the phonon surface of the detector, the primary (nearest)

sensor quadrant subtends a large solid angle. A near-surface event on a detector’s phonon

face will thus deposit more of its energy in the primary phonon sensor than would an event in

the detector’s bulk or near its charge face. Phonon-surface events can thus be distinguished

from bulk events (and from charge-surface events) by an unusual concentration of phonon

energy in a single sensor.

Figure 3.29 illustrates the power of phonon partition discrimination using data

from the G31 calibration runs at Berkeley. The x− and y− axes of each panel represent

approximate radial parameters based upon relative phonon amplitudes (rpart) and relative

phonon timing (rdel), respectively. Surface events from the collimated sources are visible

as green blobs atop the main distribution of photons and neutrons. Surface events on the

phonon face are clearly shifted with respect to the bulk-event distribution, occurring at

somewhat higher rpart and lower rdel.

This difference in phonon distribution has been used to construct two new param-

eters with which to distinguish surface events:

1. pfracc (“phonon fraction”): the ratio of the amplitudes of the largest phonon pulse

and the pulse in the opposite channel, corrected for dependence on position and energy.
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Figure 3.29: Illustration of the role of phonon delay and partition parameters in discrimi-
nation against surface electron recoils, based on data from the G31 calibration at Berkeley.
In both plots above, the axes are approximate radius parameters generated from the rela-
tive amplitudes (“Rpart”) and relative start times (“Rdel”) of each event’s phonon pulses.
Each plot shows bulk electron recoils (red), bulk nuclear recoils (blue), and surface electron
recoils localized near the collimated 109Cd sources (green). The sources are in the same
x− y positions in both panels, but have larger Rpart and smaller Rdel relative to the bulk
event population when the source lies on the phonon surface. Plots from B. Serfass.
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For an event beneath sensor A, for example, pfrac = pa/pc and pfracc is the version

after application of the look-up table correction.

2. ppartc (“phonon partition”): the box plot radius rpart, corrected using the look-up

table to remove most dependence on position and energy.

Both of these parameters have more discrimination power at higher detector radii, where

phonon distribution depends less upon event position. Studies of alternate surface event

discrimination techniques in this and previous data runs have used pfracc, but the poor

signal-to-noise of the opposite phonon pulse renders this parameter poorly-behaved at low

energies. Future analyses are likely to use ppartc (or some variant thereof), which expresses

similar information with better noise performance.

3.6.2 Discrimination techniques

With these phonon parameters in place, we must decide how to use them to dis-

criminate surface events from bulk nuclear recoils. We may view this problem in terms of

a multi-dimensional space defined by the various event parameters. The signal (nuclear

recoil) and background (surface event) populations occupy particular portions of this pa-

rameter space. As in the rest of our data analysis (described further in Chapter 6), we seek

to define the boundaries of a “signal region” which contains most nuclear recoils but which

is essentially free of surface events.

Simple timing cuts

The simplest signal region to define is a rectangular solid in this parameter space,

defined by a series of limiting values of the various parameters. This is essentially the

technique used in the first data run at Soudan (Run 118) [187, 1]: we demand that a

nuclear recoil candidate have risetimes and delays above some lower limits, defined to reduce

the surface event background to acceptable levels (generally . 1 event in the associated

WIMP-search data). We can also impose upper limits on these parameters to reject mis-

reconstructed events which do not match either hypothesis (nuclear recoil or surface event).

This is a simple solution, but may not be optimal: it does not account for the correlations

among various discrimination parameters, and we must tune ever more free parameters (the

cut levels along each axis) if we wish to incorporate new discrimination parameters into our

analysis.
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Correlated timing variables

The 2-Tower analysis (Run 119) and the current analysis both use a slight mod-

ification of this technique. Instead of making independent cuts along the pminrtc and

pdelc axes, we take advantage of the strong correlation shown in Figure 3.28 by making

cuts along rotated axes: (pdelc+pminrtc) and (pdelc-pminrtc). The Run 119 analysis

implemented an additional correction for the energy-dependence of these parameters, but

improvements to the look-up table rendered this unnecessary in the current analysis. A

lower limit in (pdelc+pminrtc) serves as a discrimination cut, positioned to accept nuclear

recoils while rejecting surface events. An upper and lower limit in (pdelc-pminrtc) acts

as a consistency cut, rejecting events which lie far from the nuclear recoil population. The

Run 119 implementation of this technique is described in [188], while the timing cut for the

current analysis is discussed in Section 6.5.5.

Multi-parameter techniques

Primary risetime and delay represent only a tiny fraction of the information con-

tained in a ZIP detector’s athermal phonon pulses. In principle, we should be able to

achieve better discrimination by incorporating more of this information into our analysis.

This generally amounts to assembling several timing and distribution quantities into one

or more composite discrimination parameters, then defining cuts on these discrimination

parameters that accept nuclear recoils while excluding surface events. A variety of such

multi-parameter techniques exist, and several have been applied to data from CDMS II’s

runs at Soudan.

• If we assume that the signal and background populations follow multivariate gaussian

distributions in the space of phonon pulse parameters, we can use the χ2 of each event

with respect to the two distributions as discrimination parameters. Two versions of

this technique, sometimes called “quadratic discriminant analysis,” were implemented

for the 2-Tower data run using pminrtc, pdelc, and pfracc: a straightforward version

by R. Mahapatra and J. Sander [189], and one with a simple energy correction by me.

The latter was used for the published analysis of the Si detectors from that run. This

technique is described further in Appendix B.

• Artificial neural networks may also be used to discriminate multi-parameter event
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populations. M. Attisha tested this technique during the 2-Tower run [190], incorpo-

rating information from a wavelet decomposition of the phonon pulses.

These techniques have proven promising, but thus far none has proven to be greatly

superior to the simpler pminrtc/pdelc analysis described above. We believe that these

techniques are limited by systematic variations in the parameters themselves with position

and energy (even after correction), as well as the poor performance of ratio-based parameters

such as pfracc. Future work may be able to account for these effects with improved

correction techniques and choices of phonon parameters, but for the current analysis we

have settled upon the simpler two-parameter discrimination technique.

Cut-free techniques

Rather than using cuts to define a background-free region of parameter space, we

can instead attempt to estimate the total number of signal events present in the entire

parameter space using a cut-free analysis. V. Mandic and coauthors [191] have described

a method for doing this, with reference to a CDMS data set taken at the Stanford Under-

ground Facility (Run 21). Given known distributions fm(~θ) for M classes of events (signal

and (M − 1) types of background) in our multi-parameter space (~θ includes energy, ioniza-

tion yield, and various phonon parameters), we can express the total event distribution as

a sum:

f(~θ) =
M∑
m=1

Nmfm(~θ). (3.12)

Given an observed set of events ~θi (i = 1..N), we can select the values of Nm which maximize

the extended likelihood function:

L =
e−(

P
Nm)

N !

N∏
i=1

[
M∑
m=1

Nmfm(~θi)

]
. (3.13)

We can estimate the various contributions of each species of events by maximizing this

function over the various Nm. When applied to the Run 21 data, the authors found a

∼ 17% improvement in sensitivity over the standard cut-based analysis.

This method is extremely powerful in principle, but due to lack of time has not

been implemented for the current data set. The primary drawback of this method for

CDMS is its dependence upon knowledge of the distribution functions fm(~θ). Without a

quantitative understanding of each detector’s phonon response, these functions must be fit
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empirically from calibration data. Systematic errors in the determination of these functions

limit the discovery potential of this technique, though they were not the dominant errors

in the neutron-limited Run 21 analysis. Nonetheless, as knowledge of the detector response

improves this will be an important direction for later analyses.
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Chapter 4

The CDMS II Experiment

4.1 Introduction

The CDMS II installation at Soudan was initially commissioned from 2001-2003.

This was a lengthy process, fraught with numerous cryogenic difficulties and hindered by

the unique challenges of limited access at a remote experimental location. This initial

commissioning is described extensively elsewhere [1].

The experiment was successfully commissioned for initial data runs with 1-Tower

(Run 118) and later 2-Towers (Run 119), each leading to world-leading limits on WIMP-

nucleon interactions [187, 192, 3, 5].

4.2 Soudan Underground Laboratory

Soudan Underground Laboratory is a subterranean physics laboratory located in

Soudan Underground Mine, part of a state park of the same name in the Iron Range region

of northern Minnesota. Soudan Mine was Minnesota’s first iron mine, a rich source of ore

from its founding in 1882 until its decommissioning in 1962. The laboratory is located on

the 27th level, 2341 feet (713 m) below the surface. The CDMS installation is located in

the cavern once used by the Soudan 2 proton decay experiment. The far detector for the

MINOS neutrino oscillation experiment is located in an adjacent excavation.

The great depth of the Soudan site makes it extremely attractive to many forms of

low-background experiment, particularly searches for rare events. Its depth of 2090 meters

water equivalent (m.w.e.) reduces the cosmic ray muon flux by a factor of ∼50,000 from its
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Figure 4.1: Entrance to the headframe of the Soudan Underground Laboratory.

value at the surface. This reduction in muons is accompanied by a corresponding reduction

in muon-induced particle showers, particularly the neutrons generated in such showers.

Since neutron-induced nuclear recoils cannot be distinguished from their WIMP-induced

counterparts, direct detection experiments at depth have much lower background rates (and

hence greater sensitivities) than similar experiments at the surface. CDMS itself provides a

prime example of this benefit: the sensitivity of the first CDMS run at Soudan in 2003 (Run

118) was an order of magnitude greater than that of the last run at Stanford Underground

Facility (17 m.w.e.) in 2001. Both runs used the same detectors and had similar exposures,

but the shallower run observed 20 candidate events (consistent with expected cosmogenic

neutrons) [193] while the deeper saw one (consistent with misidentified surface events) [192].

In addition to its scientific merits, Soudan also provides unique opportunities for

education and outreach. The Minnesota Department of Natural Resources (DNR) runs

several tours of the mine each day throughout the summer, including two daily tours of

the physics laboratory. Since the “Boundary Waters” region is a very popular fishing and

vacation locale, thousands of tourists tour the mine (and laboratory) each year. Many walk

away having learned a little about our experiment and gotten a brief taste of the excitement

surrounding our endeavor.
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4.3 Experimental installation

The design of a low-noise, low-background cryogenic installation presents a num-

ber of special challenges. Millikelvin cryogenics demands a wide array of specialized sup-

port equipment: pumps, plumbing, thermometry, electronic control systems, etc. Much of

this support equipment produces a great deal of electrical noise, and so must be isolated

from the detector electronics as much possible. Moreover, traditional low-temperature and

high-vacuum components are generally not made from low-activity materials. A dilution

refrigerator itself is built primarily of steel, generally with an unacceptable level of uranium,

thorium, and 60Co contamination. The CDMS installation must therefore not only provide

a complex cryogenic and electrical infrastructure; it must also protect the detectors from

that infrastructure!

These challenges are exacerbated by the installation’s remote, underground loca-

tion. Physicists only have regular access to the mine from 7:30 a.m. to 5:30 p.m. each

weekday, though emergency off-hours access is possible. Data acquisition and cryogenic op-

erations continue day and night, however. This necessitates a complex system of automated

monitors and control systems to keep the fridge operating without human intervention and

allow it to be controlled by remote users, as well as a system of automated alarms to notify

experts if something goes wrong. After some initial growing pains during the earliest runs

at Soudan, this framework has operated nearly perfectly during the 5-Tower data runs.

Figure 4.2: Schematic arrangment of the CDMS installation at Soudan. The mechanical
support area (“cryopad”) and detector preparation room lie on the main lab level, while
the electronics room, air handling equipment, and offices reside on a second, “mezzanine”
level. North is approximately to the left of this diagram.

The lab layout is illustrated schematically in Figure 4.2. The detectors, front-end
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electronics, and primary cryogenics of the CDMS experiment are located in an RF-shielded,

class-10,000 clean room. Pumps and other cryogenic support equipment are located on

the “cryopad” mechanical support area outside the north wall of the RF room. Cryogen

plumbing and readout wiring pass through this wall to control systems on the cryopad.

Electrical connections for readout and electrical power pass through the RF room’s south

wall to the electronics room on the second “mezzanine” level. The mezzanine also carries

the air handlers for the RF room, office space for CDMS physicists and engineers, and a

ping-pong table to aid in the production of quality research.

4.4 Cryogenics

The detectors are cooled by an Oxford Instruments 400S 3He-4He dilution refrig-

erator, with a rated cooling power of 400 µW at 100 mK and a base temperature below

10 mK with no external load. The refrigerator is mounted atop a custom set of “tails”,

connecting its various temperature stages to a horizontally-displaced cold volume known as

the “icebox”. The icebox and tails are connected through the icebox’s surrounding shielding

(Section 4.5) by a concentric set of copper cylinders called the “fridge stem” or “F-stem”.

A matching “E-stem” extends through the shield opposite the F-stem. The E-stem carries

the detector stripline wiring from the icebox to the “E-box’,” a box-shaped structure which

connects the striplines to external cabling through an array of vacuum-sealed D-connectors.

Most of the dilution refrigerator’s support plumbing resides on the cryopad, out-

side the RF room. The circulation of the 3He-4He mixture is driven by a Pfieffer rotary

pump and a Roots blower connected in series. Before entering the fridge the mixture is

circulated through a series of three cold traps to clean it of impurities: a liquid nitrogen

cold trap on the cryopad, an external liquid helium cold trap on the cryopad, and an inter-

nal liquid helium trap within the helium bath of the refrigerator itself. All three of these

traps are cleaned regularly during normal operation, generally on a monthly interval. An

Oxford Instruments Intelligent Gas Handling (IGH) unit controls and monitors the 3He-4He

circulation loop. The IGH regularly reports pressures, valve settings, and cryogen levels to

a dedicated Macintosh computer, which publishes this information to a web site for remote

monitoring.

A Moore APACS automated industrial control system located on the cryopad

monitors and directs numerous aspects of cryogenic operations, notably the daily refilling
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of the refrigerator’s liquid helium and nitrogen baths. Refills occur automatically at a user-

set time each day, but APACS (or the user) can override this schedule to initiate a fill when

the bath levels become low. APACS is interlocked to the data acquisition system, pausing

the DAQ APACS also regularly records more than 150 temperature, pressures, flow rates,

and other quantities; this provides a complete historical record of cryogenic operations that

can be accessed from anywhere over the internet through custom Java GUIs.

The addition of Towers 3, 4, and 5 substantially increased the heat load on the

icebox. The vast majority of this extra heat is dumped at 4K by radiation from 36 addi-

tional FETs and conduction through 19 new striplines (18 for detectors and one for icebox

thermometry). Thermal modeling suggested that this heat load would be unacceptable.

The increased boil-off rate of liquid helium would have necessitated more than two helium

transfers each day, significantly reducing experimental live time and incurring a prohibitive

cost in liquid helium. Worse yet, heat leakage through the Towers would have been sufficient

to raise the detectors above the transition temperatures of at least some TES’s, rendering

many readout channels inoperable.

Figure 4.3: View of the CDMS II shield, E-stem and E-box (left to right), with detector
cables unplugged. The double cylinder attached vertically to the E-stem is the cryocooler
head, currently disconnected from its He flow lines. Bellows to aid in vibration isolation
are visible along the E-stem (wide, dark segments of the E-stem.

A Gifford-McMahon cryocooler from Sumitomo Heavy Industries was added as

a secondary refrigeration system during the 2005 system upgrade. The cryocooler is a

closed-circuit helium refrigerator that provides 1.5 Watts of cooling power at 4K and 40
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Watts at 77K without the need for external cryogens. The cryocooler consists of a two-

stage drive head mounted on the E-stem as shown in Figure 4.3, driven by an external

compressor outside the RF room. Helium gas is driven to the head at high pressure (∼ 20

atmospheres) and compressed/expanded by a piston, providing cooling power. The unit has

two cooling stages, cooling both the 77K and 4K stages of the E-stem. From its position

opposite the main cryostat, the cryocooler intercepts the heat load of the striplines and

prevents large temperature gradients across the 4K layer. With the cryocooler installed

and all 5 Towers activated the cryogenic hold time is slightly greater than 24 hours, thus

requiring only one cryogen fill per day. The cryocooler cold fingers are connected to the

E-stem through flexible copper couplings designed to limit the transmission of mechanical

vibration while maintaining excellent thermal conductivitiy. Section 5.2.1 gives further

details of the cryocooler installation.

4.5 Shielding

The detector cold volume (“icebox”) is surrounded by a multi-layer arrangement

of active and passive shielding, depicted in Figure 4.4. This shield greatly reduces the rate

of cosmogenic and radioactive particles – neutrons, photons, electrons, and alpha parti-

cles – within the detector array, thus reducing the “weight” placed upon data analysis to

discriminate against these backgrounds.

The outermost layer of the CDMS shield is an active veto to tag muons and particle

showers from outside the cryostat. The shield is formed by 40 overlapping scintillator panels

in a hermetic configuration, punctured only by the cryogenic and electrical feed stems. Each

panel consists of a 5-cm-thick sheet of plastic scintillator viewed by one or two 2-inch R329-

02 photomultiplier tubes. The light response of each photomultiplier is checked daily during

cryogen fills using LED pulses fed into each panel through optical fibers.

Within the scintillator shield, the detector cold volume is surrounded by several

layers of passive shielding. 40 cm of polyethylene bricks form the outermost layer of the

shield; this material serves to moderate incident low-energy neutrons sufficiently to prevent

nuclear recoils above the detector energy threshold. Within the polyethylene lies 22.5 cm

of lead, an effective shield against external gamma rays. Since lead’s own radioactivity is

significant, the inner 4.5 cm of this shield is composed of low-activity ancient lead, recovered

from the ballast of a sunken ship near France. A further 10 cm of polyethylene within the
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Figure 4.4: Cross-sectional diagram of the Soudan icebox, showing the configuration of
the passive and active shielding surrounding the “icebox” detector volume. Also shown
schematically are the E-box (left) and dilution refrigerator (right). Figure from [192].
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lead gives additional neutron moderation, particularly against neutrons generated by fission

and (α,n) processes within the lead itself. The upper portion of the entire shield may be

removed by crane for access to the icebox.

Within the shield, the icebox itself consists of a set of concentric copper cans heat-

sunk to the various temperature stages of the dilution refrigerator: mixing chamber (∼ 40

mK), cold plate (∼ 130 mK), still (∼ 1 K), helium bath (4 K), nitrogen shield (77 K),

and room temperature (300 K). The detector housings and the bulk of the cold hardware

within the icebox are also made from high-purity copper due to its excellent radiopurity,

which limits radioactive contamination near the detectors. The total thickness of copper

surrounding the detectors is a few cm, sufficient to stop alpha and beta radiation from

outside the cans. The copper cans are also surrounded with a mu-metal magnetic shield to

protect the SQUIDs and TES’s from external magnetic fields.

Early in the first Soudan data run in 2003, radon inside of the Pb shield was found

to be a significant source of gamma ray background. The detectors themselves are kept

under vacuum, but the radon level in the mine air is relatively high (∼ 700 Bq/m3). The

lead shield provides adequate protection from air outside the shield, but any substantial

volume of air within the shield can yield a significant gamma rate. A continuous purge

of aged air to exclude mine air from the volume between the outer copper can and the

mu-metal shield was begun in November 2003 [192]. This purge reduced the gamma rate

within the detectors by a factor of > 4, as well as halving the observed beta rate. A similar

purge has been used in the 5-Tower data runs, with additional injection tubes for better

gas flow and using dry nitrogen rather than aged air as the purge gas.

4.6 Cold hardware

The ZIP detector array is connected to a system of cryogenic amplifiers, wiring,

and support structures known collectively as “cold hardware.” Figure 4.5 illustrates the

cross section of the Soudan icebox and cold hardware. I describe each of the primary cold

hardware components briefly below.

4.6.1 Detector housing

Each ZIP is housed within a hexagonal ring-shaped housing made of high-purity

copper. The detector is mounted within its housing by a set of six flat Cirlex clamps. De-
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Figure 4.5: Cross section of the cold hardware within the innermost icebox can. Note that
the icebox depicted is that of the Stanford facility previously used by CDMS; the Soudan
icebox can house seven Towers and has no inner lead shield.
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tectors are mounted together in stacks of six, each attached to a Tower support structure

(see below). The housings within the Tower have no top or bottom lids, giving each de-

tector face a full view of its neighbor’s face 3.5 mm away. This unobstructed arrangement

greatly increases the proportion of events, particularly events due to radioactive surface

contamination, which scatter in two neighboring detectors; such events are easily rejected

by an event multiplicity cut.

Figure 4.6: Photograph of a detector interface board (DIB), showing connection pads and
LEDs. Picture and annotations by Dennis Seitz.

Each detector is linked to the outside world through a small detector interface

board (DIB) located on one edge of its housing, mounted adjacent to the boundary between

sensors A and D. The DIB plugs into one end of a side coax and couples to the detector

through ten Al wirebond connections. The DIB also houses two infrared LEDs for clearing

trapped charge in the detectors. Figure 4.6 shows a photograph of a DIB, with mounting

pads, sockets, and LEDs marked. The LED shines on the phonon face of its own detector

and the charge face of the neighboring detector.

4.6.2 Tower

The Tower, pictured in Figure 4.7(a) and shown in cross section in Figure 4.5, is a

hexagonal copper structure that supports the detector stack and connects it electrically to

the SQUET cards. The Tower consists of four copper stages, each heat-sunk to one of the

icebox cans. A central graphite cylinder supports the four stages, holding them separate

without excessive heat conduction between them. Each face of the tower carries the bias

and signal wires of one detector, connecting the side coax at the base temperature stage

to the SQUET card mounted at 4K. The wires are heat-sunk to three of the temperature



130

stages (base, still, and 4K) and held under tension in vacuum channels along the Tower

faces to limit their sensitivity to mechanical vibration.

Note that the term ”Tower” is often used to refer to the Tower, connector tube,

and detector stack assembly as a unit. I follow this convention throughout much of this

dissertation. In particular, I identify individual ZIPs based upon their Tower and stack

position, e.g. “T3Z5” is the fifth detector (counting from the top) attached to Tower 3.

(a) Tower assembly (b) Side coax

(c) Stripline

Figure 4.7: Photographs of assorted cold hardware components. Pictures and annotations
by Dennis Seitz.
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4.6.3 Side coax

Each detector is connected to the base temperature stage of its respective Tower

face by a connector card called a side coax, shown in Figure 4.7(b). The side coax also

houses the coupling capacitors and bias and feedback resistors of the detector’s two charge

amplifiers; housing these resistors at base temperature lessens their Johnson noise contri-

butions to the ionization noise. Side coaxes are made in six distinct lengths so as to reach

from the Tower to each of the six detector positions in the stack.

4.6.4 SQUET card

Figure 4.8: Photograph (left) and circuit board layout (right) of a SQUET card. Pictures
and annotations by Dennis Seitz.

Each Tower face is topped by a SQUET (“SQUID and FET”) card, shown in

Figure 4.8. The SQUET is a combination of two printed circuit boards: a primary card

housing the charge amplifiers’ FETs and a subsidiary card containing the SQUIDs, shunt

resistors, and input and feedback coils of the phonon amplifiers. The FETs are supported

on a Kapton membrane within a copper gusset on the primary card. This arrangement

enables the FETs to self-heat to ∼ 140 K (the carriers within them would be frozen out

at 4K) while protecting the rest of the 4K stage from excessive infrared radiation from

the hot FETs. The subsidiary SQUID card is heat-sunk to an extension of the still layer
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of the Tower to improve SQUID performance and reduce the Johnson noise of the shunt

resistors. The two cards are joined by a flexible “flyover” cable composed of twisted-pair

superconducting niobium wires sandwiched between layers of Kapton tape.

4.6.5 Stripline

The warm and cold electronics are linked by a set of flat electrical cables called

striplines, illustrated in Figure 4.7(c). Each is a 3 m flexible circuit made of Kapton and

copper, consisting of 50 copper traces sandwiched between two copper ground planes and

surrounded by kapton insulation. Each stripline connects the SQUET card of one detector

through the E-stem to an E-box connector several meters away. The stripline bundle is

heat-sunk at two thermal intercepts within the E-stem to limit heat flow between room

temperature and the 4K stage. Once inside the icebox, the striplines fan out to reach the

various SQUETs in a carefully-chosen arrangement shown in Figure 4.9.

Figure 4.9: Final configuration of the Soudan icebox before the 5-Tower runs, showing the
SQUETs and striplines atop the 4K lid. The E-stem and warm electronics lie to the left of
the photo, while the dilution refrigerator lies to the right.

4.6.6 Icebox thermometry

The 5-Tower runs use an extensive set of thermometers to monitor the temperature

profile within the icebox. Lakeshore thermometer diodes are mounted on the 4K stages of

each of the five Towers, as well as on the 4K lid. Ruthenium oxide thermistors are mounted

on each of the inner cans, as well as on each temperature stage of Tower 5. All of these
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signals are read out to APACS through a single extra stripline from a custom connector

within the icebox.

4.7 Warm electronics

4.7.1 Front-end boards

Signals from the E-box pass through 50-wire cables to a rack of front-end boards

(FEBs) in the RF room, one for each detector. Each FEB is a 9U custom printed circuit

board carrying the second- and later-stage amplifiers and other components of the charge

and phonon readout circuits, as well as control circuits for the detector LEDs, charge biasing,

SQUID biasing, etc. The FEB also contains driver amplifiers for each readout channel to

buffer and further amplify these signals before digitization. The FEBs are controlled through

a GPIB interface, which is linked from the electronics room through fiber optics.

4.7.2 Receiver-trigger-filter boards

Amplified signals from each FEB travel through the RF room wall to a correspond-

ing receiver-trigger-filter (RTF) board in the electronics room. The RTF board conditions

the FEB signals for digitization by adjusting their baselines and applying a 336-kHz 2-pole

Butterworth anti-aliasing filter.

Each RTF board also generates five logic-level trigger signals that are used to

actuate the digitizers. The five signals are denoted Qlo, Qhi, Pwhisper, Plo, and Phi. Plo

is the primary event acquisition trigger, issued by a comparator which tests whether the

sum of the four phonon signals exceeds its baseline by a software-defined amount, generally

3-4 mV. Phi is a similar test with a much higher threshold (∼ 500 mV), intended for use

in gated trigger configurations to reject high-energy events. Pwhisper is a threshold similar

to Plo but often somewhat lower, intended for tagging multiply-scattered events. Qlo and

Qhi are analogues for Plo and Phi for the summed ionization channels.

4.7.3 Data acquisition hardware

These trigger signals and comparable ones from the veto panels pass to a trigger

logic board (TLB) which determines when to issue a “global” trigger, i.e. a signal to initiate

event acquisition. The criteria for issuing such a trigger are user-defined, but include:
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• A “detector trigger”, initiated by a Plo trigger issued by any ZIP (except T1Z1, which

has damaged phonon sensors)

• A “veto multiplicity” trigger initiated by a simultaneous hit on multiple veto panels

(used for muon background characterization)

• A “random” trigger issued intermittently by the data acquisition system to measure

the experimental noise.

Upon receipt of a global trigger, the six readout channels of each ZIP are recorded

by an array of 14-bit Struck SIS 3301 analog-digital converters and written to disk. These

digitizers operate at a 100 MHz sampling rate, but 80-sample sequences are internally

averaged to yield an output rate of 1.25 MHz with a corresponding reduction in digitizer

noise. When triggered, each digitizer records a 2048-sample (1.6 ms) trace. The trigger

itself occurs in the 512th bin, so each trace includes 409 µs preceding the trigger.

Photomultiplier signals from the 40 scintillator veto panels are processed by an

analogous set of boards. The raw veto signals are extremely short in duration (∼ 10s

of ns); these signals are reshaped by a pulse-stretching filter network before digitization.

The reshaped veto pulses are recorded by an array of 12-bit Joerger VTR812 ADCs, each

acquiring 1024 samples at 5 MHz. A set of comparators also issues trigger signals from the

veto shield; these are FED to the trigger logic board for evaluation of global triggers.

All of the above trigger signals – phonon, charge, and veto – are also recorded

by a set of Struck SIS 2400 time-to-digital convertors (TDC’s). These boards record the

time stamps of each trigger in a circular buffer with 1 µs resolution. A portion of this

trigger history buffer is recorded along with each event written to disk, giving a record of

the several triggers immediately preceding and following the recorded trigger.

In addition to the event-specific data record described above, various experimental

quantities are monitored by a slower data-acquisition system. This “slow DAQ” records the

average values of the various signal channels and the mean trigger rates once each minute;

the former is monitored for evidence of a SQUID losing flux lock, the latter for sudden

changes that indicate changes in detector noise. All of these quantities are written to a

separate file on disk for use in later analysis.



135

4.8 Data acquisition software

The Soudan data acquisition system (DAQ) is controlled by an interlocking system

of Java and C++ programs run on a small cluster of computers in the Soudan electronics

room. The DAQ software was written and maintained primarily by collaborators at the

University of California at Santa Barbara. The system’s overall design and various software

components are described in detail by J. Sander [189].

The DAQ software is highly modular, with each major function (GPIB communi-

cation, slow DAQ monitoring, high voltage control, etc.) handled by a dedicated server pro-

gram. The various specialized servers communicate with one another through the CORBA

object-oriented network messaging framework. Each major function is accessible through

a graphical user interface (GUI), each in turn accessed from a “master GUI” called Run-

Control. RunControl is a cross-platform network application written in Java; Figure 4.10

shows its primary control window. When run from the mine or surface building, RunCon-

trol allows full control of the data acquisition system. Experimental control from other

remote locations is generally not allowed, but the RunControl GUI may be used remotely

to monitor the experiment’s status messages and settings.

As configured for the current data run, the data acquisition system can acquire

event traces from all detectors at ∼ 20 Hz, far in excess of the ∼ 0.3 Hz event rate dur-

ing WIMP-search operation. Calibration data may be taken in a new “selective readout”

configuration at rates of up to ∼ 70 Hz, permitting shorter calibration data runs and more

WIMP-search live time. The selective readout upgrade is discussed further in Section 5.2.1.

4.9 Data handling

Raw event data acquired by the DAQ software is stored to local disks in the mine.

As each raw event file is completed, a set of Perl scripts compresses the file, writes a copy

of the compressed file to a digital backup tape in the mine, and transfers it to the surface.

Another Perl script maintains adequate disk space in the mine by automatically deleting

old data files which have been copied to the surface and to tape.

At the surface, the data are stored on disk at the Soudan Analysis Cluster (SAC),

a cluster of 30 1-GHz Pentium dual-CPU computers running Linux. The SAC processes

the incoming raw data through our data reduction package to produce a preliminary set
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Figure 4.10: Graphical user interface for RunControl, the primary control program for the
Soudan data acquisition software.
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of reduced quantities. These preliminary quantities are used by automated data quality

checks (e.g. KS tests) and for any ad hoc manual checks of the experimental performance.

The SAC also records the raw data to tape for additional security.

Due to the increased demands of the 5-Tower data set, primary data processing

occurs at Fermilab on the FermiGrid computing cluster. Raw data was transferred to the

cluster from the mine on digital tape during Runs 123 and 124; the raw data is transferred

over the internet in recent runs. The final quantities used in this analysis were generated

on this cluster and processed with ∼ 100 CPUs at a time.
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Chapter 5

Commissioning the 5-Tower Run

After the completion of the 1- and 2-Tower runs, the collaboration made numerous

changes and upgrades to the Soudan experimental installation. This Chapter summarizes

the commissioning process of the 5-Tower data runs at CDMS. I focus primarily on changes

from previous data runs; for details on the initial commissioning of the Soudan site, see

[192, 177, 1].

5.1 Detector testing

The 5-Tower runs incorporate three new Towers containing a total of 18 new ZIP

detectors, added to the 12 detectors in place during Runs 118 and 119. Each of these

detectors underwent an iterative process of testing and performance characterization at one

of two ”test facilities” (Berkeley and Case Western) before being checked out for installation

at Soudan [194]. The timely fabrication and testing of these devices was a very labor-

intensive process, entailing heroic efforts from the groups at Stanford, Berkeley, and Case

Western during 2002-4.

In particular, my own involvement in CDMS began nearly in coincidence with the

most intense period of detector testing work at Berkeley. The testing and commissioning

of Towers 3-5, encompassing more than 30 dilution refrigerator runs at Berkeley, was my

first introduction to CDMS and the major task of the early portion of my graduate career.

The work described below was completed as part of the Berkeley test facility team, in

close collaboration with the test facility team at Case Western and the fabrication group at

Stanford. Many of the statistics describing the detector characterization runs are adapted
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from an internal summary prepared by Nader Mirabolfathi.

5.1.1 Electrical checks

Each detector underwent a series of electrical continuity checks before installation

in a dilution refrigerator. Dilution refrigerator runs are extremely costly in time, manpower

and cryogens, so there is a great advantage to catching electrical failures in the detectors

or cold hardware before a full cool-down.

A program of continuity checks on each detector was performed at various temper-

atures and stages of cool-down. Note that each of the basic detector tests labeled “Berkeley”

below could also be performed in a similar manner at Case Western Reserve University, the

other CDMS II test facility.

• Stanford: Before distribution to a test facility, each detector was checked for electrical

continuity at room temperature and at 77K in a liquid nitrogen test dewar (“Geni-

etto”). Many gross failures (e.g. open connections or damaged LEDs) are apparent

at room temperature. The test at 77K is significant because of the low resistance

of Ge at room temperature. The four phonon channels are electrically connected to

one another through the crystal at room temperature, so many electrical shorts are

only apparent at lower temperatures. Unfortunately, many common shorts took the

form of thin flakes of Al from photolithography failures. Such Al shorts have large

resistances at room temperature, and are only detectable below the superconducting

transition temperature of aluminum (Tc = 1.2K).

• Berkeley - bench: Before installation in the dilution refrigerator, we performed

a bench test of electrical conductivity on each detector to guard against damage in

transit. Each detector was also checked again after assembly into a stack, ensuring

good connections to and within the side coaxes and tower.

• Berkeley - fridge: After installation in the dilution refrigerator, each detector was

tested at four points during the cooldown process: 300K, 77K, 4K and base temper-

ature (∼ 10mK). These tests identified poor connections to or within the cryostat

wiring, notably intermittent failures in the striplines which came and went with vary-

ing temperature.
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Al shorts were a common failure mode of CDMS II ZIP detectors, unfortunately,

affecting more than half of all detectors. Though they were generally reparable through

manual surgery at Stanford, such shorts were the most frequent cause of aborted dilution

refrigerator runs. Such failures have been reduced by a switch from step-and-repeat to

whole-field photolithography for SuperCDMS (see Section 8.4.1), but this change was not

implemented until after the conclusion of CDMS II fabrication.

5.1.2 TES characterization

Once a detector passed electrical checks and cooled to millikelvin temperatures,

it was subjected to a series of tests to characterize its phonon sensor response. Each ZIP

went through at least two rounds of testing in two distinct fridge runs. The first round

characterized the TES sensors through the series of tests described below. The detector

then returned to Stanford for ion implantation (see below) to re-tune the TES transitions

as needed. A second round of tests in a dilution refrigerator either confirmed the sensor

performance or (in some cases) informed a second round of re-implantation.

Tc measurement

The performance of a ZIP detector depends crucially upon the superconducting

transition characteristics of its transition edge sensors (TESs). The transition temperature

(Tc) of each phonon sensor should be ∼ 70− 80 mK in order to ensure good electrothermal

feedback. Higher transition temperatures yield poorer signal-to-noise characteristics, while

lower transition temperatures lead to deviations from the strong-ETF regime. These transi-

tion temperatures should also be relatively uniform across the detector surface. Variations

in Tc across a single sensor quadrant can widen the effective transition width of that sen-

sor’s array, leading to reduced sensor responsivity (lower α) and thus deviations from the

strong-ETF regime. Variations in Tc between sensor quadrants lead to nonuniform energy

and pulse shape response for events at different detector positions, demanding more from

the phonon correction table.

In addition to the transition edge criteria described above, we also demand that

the normal resistance of each phonon sensor (its electrical resistance when superconductivity

is destroyed by elevated temperature or electrical current) be within a nominal range. For

our nominal TES configuration (1036 TES’s in parallel, each ∼ 1.25 kΩ), each sensor



141

should have a normal resistance near 1.2 Ω. A substantially higher resistance may indicate

poor TES deposition, in the form of “holes” in the TES array or narrowed TESs through

over-etching. Since such problems are generally impossible to repair without repolishing the

detector, some detectors with significant “bad patches” were eventually installed at Soudan.

To perform the measurement itself, we drive a small (few mV), low frequency

(∼ 100 Hz) triangle wave down the TES current bias line and measure the resulting input

coil current using the SQUID amplifier. This gives enough information to compute the

sensor resistance Rs (Rsh = 25 mΩ, Rb = 1200Ω, Rs ≈ 0.2− 1Ω):

Is =
Vs
Is

=
Vb
Rb

Rsh
Rs

(
1 +

Rsh
Rs

+
Rsh
Rb

)−1

≈ Vb
Rb

Rsh
Rs

.

To map out the resistance as a function of temperature we perform a series of such

measurements at different detector temperatures, controlled using a heating resistor on the

refrigerator’s mixing chamber. Due to the substantial thermal time constants of the fridge,

a full scan of detector temperatures required approximately 2 hours during this round of

detector testing. As an example, Figure 5.1 shows the measured Tc curves of detector G26

(later installed in position T5Z4 at Soudan) before and after successful ion implantation.
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Figure 5.1: Sensor resistance as a function of temperature from Berkeley test runs of detector
G26 (T5Z4 at Soudan). Left: Before ion implantation, from UCB Run 319 (June 2004).
Right: After successful ion implantation, from UCB Run 322 (July 2004).

The Berkeley cryostat has since been upgraded to use a heater resistor at the tower

level. This allows for much finer and faster control of the detector temperature, reducing

hysteresis and greatly improving the temperature scan time. This has made later detector

tests much faster, but was not available in time for this round.
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Ic measurement

The Tc measurement described above is not always adequate to determine the

transition characteristics of a parallel TES array. If a portion of a sensor’s TESs have

superconducting transitions significantly lower in temperature than those of the rest of

the array, for example, their transition to normal conduction may not be apparent on

a resistance curve while the rest of the array remains superconducting. A measurement

of the critical current of each sensor as a function of temperature gives complementary

information which can be critical to defining a robust ion implantation mask.
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Figure 5.2: Sensor critical current (Ic) as a function of temperature for detector G34 (later
installed at Soudan as T4Z5), taken during UCB Run 316 (April 2004).

The Ic measurement is accomplished by determining the largest triangle wave

which can be driven down the sensor bias line without distortion for various detector tem-

peratures. An example plot for T4Z5 is shown in Figure 5.2.

Ib − Is measurement

The final measurement performed on each sensor array is a DC measurement of the

sensor current (Is) as a function of the bias current (Ib). From these data the full current-

voltage relation may be reconstructed for each phonon sensor, providing further input into

the implantation mask. This technique has been described in Chapter 4 of Tarek Saab’s

dissertation [195]. Several hours are generally required to perform this measurement due to

the long time constants involved, but substantial automation work by Kyle Sundqvist and

the introduction of a Tower-level heater has substantially improved the throughput. Figure

5.3 shows an example from detector G26 (T5Z4).
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Figure 5.3: Results of the Ib − Is analysis of phonon sensor C of detector G26 (T5Z4).
Left: From top to bottom, input coil current, TES resistance, and TES power dissipation
as functions of the channel bias current. Light, dotted lines show the fits used in sensor
modeling. Right: Reconstructed relationship between resistance and TES temperature.

Ion implantation

The results of the tests above were used to develop a map of the transition tem-

peratures of the TESs across the surface of the detector. Based upon this map, the detector

is then implanted with Fe ions in order to correct the TES transitions. After ion implan-

tation each detector underwent a second round of the above tests to verify its performance

(or occasionally to characterize it for further implantation or repair). Figure 5.1 shows the

result of a successful implantation: uniform, sharp transitions near 80 mK.

Some detectors required only one round of the testing above, but many detectors

required a second round of ion implantation and testing to tune the Tc’s to the desired

level. Detectors that completed the testing program successfully were stored in a radon-

purged cart at the Stanford Underground Facility. Those deemed inadequate for Soudan

were repolished for another round of photolithography, beginning this process all over again.

5.1.3 Tower selection

Towers 3, 4, and 5 were constructed at Stanford in February, July, and September

of 2004, respectively. The detectors composing each Tower were the best-performing which

had completed testing at the time. Two major factors were considered in determining the

stacking order of the detectors within the Tower:
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1. The expected radon exposure of each detector. Detectors with high radon exposures

are predicted to have high beta rates due to 210Pb plate-out on detector surfaces.

2. The observed performance of each detector’s phonon sensors, as evaluated using Tc

and Ic measurements and short data runs at the test facilities.

Detectors performing poorly by either metric – high contamination or poor phonon perfor-

mance – were relegated to the Z1 and Z6 positions of the Tower whenever possible.

The approximate radon exposure of each detector was evaluated based upon

records of its location history throughout the fabrication and testing process. Each de-

tector’s radon exposure are assumed to be reset to zero at its last repolishing, and radon

levels at each of 15 locations are assumed to match on-site measurents taken circa 2001. The

total exposure is converted to a predicted beta rate using a simplified model developed by

L. Baudis, based upon a 0.5 m column height of air and a 1% plateout rate of radon decays

within that volume. Figure 5.4 shows the resulting rate estimates, following calculations

by L. Baudis and me. The general downward trend in exposure for the later detectors is

primarily due to a change in handling procedure: a polyethylene-shielded purge cart was

constructed in late 2001 for long-term storage of detectors at Stanford under a nitrogen

atmosphere, rather than room air. These estimates suffer from enormous uncertainties,

primarily due to the crude plateout model and the poorly-characterized environment at

the repolishing facility. The predicted surface event rate is roughly an order of magnitude

higher than that observed in this WIMP-search data run, described in Section 7.2.1. The

qualitative trend is nonetheless in reasonable agreement: the surface event rates of Towers

3-5 are substantially lower than those of Towers 1 and 2, confirming the importance of the

purge cart.

The stacking orders of Towers 3 and 4 were chosen primarily based upon these

very rough estimates. In each case we endeavored to keep the “cleanest” detectors in the

interior portions of the Tower, as is apparent in Figure 5.4. Tower 5 did not follow this

pattern; all Tower 5 detectors were expected to have low radon rates, but several showed

relatively poor phonon sensor performance. Tower 5’s stacking order was thus set primarily

based upon sensor quality, placing the problematic G07 and G24 in the Z1 and Z6 positions,

respectively.

The 5-Tower data runs described in this dissertation yield an excellent sample of

data with which to evaluate this contamination model. The estimated 210Pb contamination
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Figure 5.4: Comparison of expected surface beta rates on each detector, based upon their
estimated Rn exposures and a crude model of Rn-daughter deposition from the air.

rates of each detector are discussed in Section 7.2.1. Some general trends in contamination

do match the expectations of this exposure model, notably the reduced contamination of

Towers 3-5, but the data do not strongly support the pattern of smaller variations predicted

between detectors.

5.1.4 Tower checkout

After construction, each Tower underwent a series of system-level checks. The

Tower was mated to its corresponding set of SQUET cards and mounted in a dilution

refrigerator at one of the two test facilities. A short data run was taken with each of the

six detectors to evaluate its performance and that of its cold hardware. Any faulty cold

hardware components were swapped out for replacements. This process required at least

three refrigerator runs, since neither facility had enough working striplines to test all six

detectors at once.

The last of the new Towers was given a clean bill of health by November, 2004.

When completed, the Towers were shipped to Soudan by truck to await final installation in

the icebox.
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5.2 Soudan commissioning

After the completion of the initial 1- and 2-Tower runs at Soudan in August, 2004,

the collaboration began a series of electronic and cryogenic upgrades to prepare the Soudan

installation for the 5-Tower runs. Much like the initial commissioning of the Soudan site

(lovingly chronicled by Vuk Mandic [1]), this re-commissioning proved far more difficult

than anticipated. All told, the process consumed more than two years, from the conclusion

of the last 2-Tower data set on August 9, 2004, to the commencement of the first data run

of this analysis on October 21, 2006.

This Section summarizes the central trials and tribulations of these two years,

culminating in the successful data runs described in this dissertation. I was personally

inspired by the perseverance, dedication, skill, and insight shown by my collaborators during

this difficult time for our experiment. The success of this re-commissioning (and thus of the

results of this dissertation) was a true team effort, brought about through countless hours

of work at the mine and at all of the CDMS institutions.

5.2.1 Infrastructure upgrades

The addition of Towers 3, 4, and 5 to the icebox more than doubled the target

mass of the CDMS experiment. This new, larger experiment places proportionally greater

demands upon the Soudan infrastructure. 18 new detectors meant 108 new readout chan-

nels, including 72 new SQUIDs and TESs to tune. The 18 additional striplines and 36

additional FETs more than double the two dominant heat loads on the 4K stage of the

icebox, adding stress to the cryogenic system. The additional channels also increase the

data size of a single event to ∼ 800 kilobytes, increasing DAQ dead time and demanding

increased bandwidth and storage.

Below I outline several of the upgrades implemented for the 5-Tower runs. These

were planned upgrades to address the demands of increased target mass and improve cryo-

genic stability. Some of the relevant systems are described further in Chapter 4. Later

sections detail several additional enhancements implemented as part of troubleshooting.

OVC vacuum improvements

The 2-Tower runs suffered from generally poor vacuum quality in the outer vacuum

chamber (OVC) due to a known leak to the LHe bath. Even with continuous pumping
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on the OVC, the experiment was prone to occasional “burps”: catastrophic softenings of

the vacuum due to runaway boiling of helium leaked into the OVC from the bath. The

helium bath boiled away dramatically during a burp, warming the detectors and boiling

the dilution refrigerator’s 3He-4He mixture; recovery generally took several hours. Burps

occurred every 3-4 weeks, generally during cryogen fills. With two cryogen fills each day,

they added substantial stress to the lives of the scientists on shift.

To improve vacuum quality, Fermilab engineers modified the dilution refrigerator

tails to attach a large (6-inch diameter) pump-out line to the OVC. The new line traveled

∼ 2 meters through the RF room wall to a dedicated turbo pump. This line greatly increased

the pumping speed available on the OVC. The seals at the OVC-bath juncture were also

tightened, reducing the leak itself.

Gifford-McMahon cryocooler

During earlier runs at Soudan the dilution refrigerator suffered from a relatively

poor cryogenic hold time, requiring refills of liquid helium and nitrogen every ∼ 12 hours.

This high cryogen boil-off rate resulted from the substantial heat load at 4K from FET

heating and stripline conduction. The frequent cryogen fills made the maintenance of the

Soudan cryogenic system significantly more laborious and expensive. More importantly,

thermal model estimates suggested that the additional heat load of three new Towers and

the associated wiring would be too great for the existing cryogenic system to handle.

In order to maintain adequate hold time, a Gifford-McMahon cryocooler from

Sumitomo Heavy Industries was installed on the E-stem in 2005. This system is described

further in Sections 4.4 and 5.2.3. The price of this additional cooling power is the large

amount of mechanical vibration introduced by the cryocooler piston. The piston action is

very noticeable within the RF room, roughly akin to the impact of a large hammer on the

E-stem every 1.2 seconds. The detector configuration is relatively immune to vibrational

noise, but some significant effects of these vibrations are noted below.1

New E-box

Due to leakage issues with the previous electronic feedthrough box (“E-box”),

a new E-box was fabricated at Fermilab for use during the 5-Tower runs. This initially
1There is no definitive evidence that the cryocooler’s loud, regular “tweeting” sound induces mental

instability in nearby scientists.
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showed superior leak performance than the previous E-box, but significant leakage rates

were soon seen in this one as well. As with the previous E-box, we sealed many of the

more troublesome seams on the new E-box with Apiezon Compound Q vacuum sealant to

limit leakage. In order to simplify pumping out the E-box and measuring pressures near

the leaky box, an auxiliary pumpout line and new temperature gauges were attached to the

IVC and OVC at the E-box.

GPS time

The NuMI neutrino beam from Fermilab to Soudan was activated on March 4,

2005, marking the beginning of the MINOS neutrino oscillation experiment [196]. The

MINOS experiment uses two iron calorimeters – a smaller “near” detector at Fermilab and

a larger “far” detector in the Soudan mine – to monitor the composition of this beam over

a 735 km baseline. The beam is generated in 10 µs pulses every 2.5 seconds, for a total duty

cycle of 4 × 10−6. Event timings at the two locations are synchronized using the Global

Position System (GPS) time signal.

In principle, the NuMI beam can slightly increase CDMS’s background rate. Inci-

dent muon neutrinos from the beam can generate muons in the cavern walls, which may in

turn spallate neutrons from the rock and other surrounding materials. The vast majority

of these neutrons will not produce events in our detectors, and > 90% of those that do will

be coincident with activity in the scintillator veto shield. Dan Bauer has estimated that

CDMS will see only one veto-coincident event in ∼ 3 years of exposure.

Despite this very low rate, the 5-Tower DAQ system was upgraded to monitor the

timing of events with respect to the NuMI beam spills. To do this, we transmit time signals

from a GPS receiver in the MINOS cavern to the CDMS electronics room over 250m of

fiber optic line. The measured one-way time delay across this link is ∼ 1450 ns, consistent

with time-of-flight and small delays in the LuxLink BNC-fiber convertors. This time signal

is interpreted by a Symmetricom BC635 VME module, and the DAQ system records a GPS

time stamp from this module with each event acquired. Section 6.3.7 describes the data

quality cut created from this time stamp.
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Computing infrastructure

The Run 123 and 124 data sets – calibration and WIMP-search – total 5.3 terabytes

(TB) of raw data and 1.1 TB of processed “reduced quantities.” Several changes were made

to the computing infrastructure at Soudan (and elsewhere) to better handle this data stream:

• The mine’s network infrastructure was upgraded substantially to handle the increased

demands of MINOS and CDMS. The mine-surface connection was upgraded to gigabit

ethernet, the surface-internet connection to a T3 line.

• Raw data is now compressed before transfer to the surface.

• The SAC surface computing cluster was upgraded to an array of 30 dual-CPU ma-

chines, recently retired from the CDF computing cluster at Fermilab.

• Primary data processing was moved to Fermilab’s FermiGrid computing cluster, leav-

ing the SAC dedicated to real-time evaluations of data quality. This greatly increased

the rate of data reprocessing when the final calibrations became available.

• Selective readout was implemented for data acquisition during high-rate calibrations

(see below).

Selective readout

The digital record of a 5-Tower event is roughly 2.5× larger than that of a 2-Tower

event, and so requires ∼ 2.5× longer to transmit over the network and write to disk. This

increases the DAQ’s dead time – the time required to reset the system to accept a new

global trigger – and thus reduces the maximum rate at which the DAQ can acquire events.

This limitation is unimportant for WIMP-search data runs, which have an event rate of only

∼ 0.2 Hz, but is a significant restriction upon calibration data runs. A typical calibration

run with a 133Ba source can have a recoil rate of & 200 Hz, 10× the rate at which the DAQ

can actually acquire data from 30 detectors. This limitation requires us to take calibration

data for a longer period of time (and thus lose more WIMP-search live time) in order to

acquire a given number of calibration events.

To ameliorate this, the CDMS triggering system was upgraded to allow “selective

readout” for this data run. In this configuration the DAQ only records the digitizer output

for those detectors which issued phonon triggers for a given event, rather than for all
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detectors and the veto shield as is usual. Since only a few detectors (∼ 2 on average)

trigger for each event, this greatly reduces the amount of data required to record an event.

This not only saves disk space but also reduces the DAQ dead time associated with data

transfer, allowing for much faster data acquisition rates at the same total data throughput.

Ba calibration data sets are now taken in selective readout mode, enabling acquisition rates

of ∼ 70 Hz (up from < 20 Hz in Run 119) and reducing the amount of live time spent

on calibration. To be conservative, WIMP search and Cf data sets are still acquired in

standard readout mode.

5.2.2 Initial installation and fridge blockage

Towers 3, 4, and 5 were installed in the icebox during October and November, 2004.

After a few initial difficulties with damage due to electrostatic discharges while working atop

the polyethylene shield, the SQUETs and striplines were installed in late January, 2005,

and the fridge began cooling in February.

The February cooldown was aborted due to a severe blockage in the circulation

loop. After several failed attempts to clear the plumbing with gas flows, the fridge was

warmed to room temperature and disassembled for repairs. The cryostat from its tails and

opened to bare the dilution unit plumbing, illustrated in Figure 5.5. We remained in close

contact with representatives of Oxford Instruments during the dissasembly, who on March

16th disclosed to us the presence of a small copper sinter between the 1K pot and the

primary impedance line, also shown in Figure 5.5. The next day, Betty Young and Dan

Bauer found and extracted the minute flake of sinter which had come loose and blocked

the primary impedance line. The reassembled cryostat was run through a succesful thermal

cycle without the icebox in April.

The re-mating of the fridge to its tails consumed the next month of work at

the mine. Tight tolerances render this operation extremely delicate. Since the icebox

and associated stems span several meters, thermal contraction shift the cans by several

millimeters during cooldown. The system is designed to take up this slack, but due to

the long lever arms involved the fridge must be aligned with each of the concentric icebox

tails to few-mil accuracy. After many days of painstaking work with micrometers and dial

indicators, the system was ready for another attempt by mid-summer.
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Figure 5.5: Left: Annotated photograph of the still region of the Soudan dilution refriger-
ator. The blocked primary impedance connects the sinter flange to the bottom of the 1K
pot. Right: Close-up of the impedance tube connecting the brass sinter flange to the copper
floor of the 1K pot. The copper disk is a sinter housed within the sinter flange.

5.2.3 First icebox run

The first successful cooling of the refrigerator including the 5-Tower icebox lasted

from July through September of 2005. The dilution refrigerator’s mixing chamber achieved

a temperature of < 25mK and thermometry on the attached icebox can reached 40mK.

After initial celebration, however, the crew was faced with two major problems:

1. The noise on several of the ionization channels was prohibitively high. This excess

noise vanished when the cryocooler was turned off, as shown in Figure 5.6. The

blame was soon assigned to the cryocooler’s massive mechanical vibrations, presum-

ably picked up microphonically through the capacitors and stretched wires of the cold

hardware.

2. Even more seriously, none of the phonon sensors showed any event pulses. Despite

the low temperature of the surrounding icebox can, the sensors responded in all ways

as if they were normal (non-superconducting). Based on studies of the phonon noise

spectra, Kyle Sundqvist and Bernard Sadoulet concluded that the TES temperature

was somehow elevated to 200-300mK.

After a variety of thermal tests, we warmed the cryostat to fix a vacuum leak

and replace the cryocooler coupling with something less vibrationally-prone. The hard
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Figure 5.6: High-resolution Qinner noise spectra from T3Z5 from September 7, 2005. The
two traces represent two noise runs: one with the cryocooler on (top), one with it off
(bottom).

couplings between the cryocooler drive head and the E-stem were replaced with annealed

copper braids, as shown in Figure 5.7. Based upon accelerometer and conductivity tests

at Berkeley, these new couplings were expected to provide adequate thermal conductivity

while greatly reducing the transmission of vibration.

5.2.4 Second icebox run

With the new cryocooler coupling installed, a second icebox run took place in

February, 2006. Charge microphonics were much improved, as expected, but the TES’s

remained unresponsive. A wide variety of theories were put forward to explain the normal

TESs, including:

• Heating due to cryocooler vibrations or electrical noise

• Improper heat-sinking of the stripline bundle within the E-stem

• Heat conduction through superfluid helium films

• Infrared leaks from warmer temperatures

• Thermal contact between two icebox cans

• Evil spirits
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Figure 5.7: Side view of the coupling of the cryocooler to the E-stem prior to the installation
of the vacuum jacket. The flexible copper braids form a flexible thermal connection to the
77K stage. The central vertical cylinder is the cryocooler’s 4K drive head, which is connected
to the E-stem by a similar braid (not visible).

After much discussion and calculation, two developments drew attention toward

the performance of thermal connections within the icebox. At Stanford, Blas Cabrera

and Walter Ogburn updated and improved upon a thermal model of the Soudan cryo-

stat originally developed by Ron Ross. Their simulations suggested that a combination of

poor conductivity through copper-copper contacts and higher-than-expected conductivity

through the Tower graphite tubes could replicate the observed profile. Simultaneously, a

program of electrical resistance measurements by Kyle Sundqvist at Berkeley showed that

a joint between tarnished copper surfaces has an electrical impedance (and hence, by the

Wiedemann-Franz relationship [197], a thermal impedance) more than an order of magni-

tude greater than that of a joint between pristine copper surfaces. The experiment was

warmed to room temperature yet again to examine these connections and install additional

thermometry. Upon opening the icebox, many of the thermal joints within the icebox were

indeed found to have substantial tarnish and corrosion. Figure 5.2.4 shows example pho-

tographs of the 50 mK and 600 mK can rims; note the dark tarnish visible in numerous

locations.
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(a) Top view showing heat sink wires running to

the cold plate arc. Tarnish is visible on the sur-

rounding still flange.

(b) Top view after removing the cold plate arc,

showing extensive tarnish beneath it.

Figure 5.8: Tarnish visible on the Soudan icebox can flanges in April 2006.

5.2.5 Final configuration and cooldown

With a consistent thermal model now in hand, the collaboration began a new

round of changes to improve the thermal performance of the icebox:

1. All copper-copper connections to the Towers and icebox lids were polished with Scotch-

Brite to expose fresh, untarnished copper.

2. The heat conduction wire arrangement that links the Towers to the icebox can lids

was completely revamped. The new lids and wires are shown in Figure 5.9. Rather

than bolting the heat wires to the lids and connection lugs, the new wires are laser-

welded to improve thermal connections. The wires are also annealed for improved

conductivity.

3. A segmented heat shield was added to the 600mK layer, blocking infrared leakage

from the 4K layer to the base temperature can. This shield is shown in situ in Figure

5.10(a).

After a series of small on-site modifications to make things fit, Figure 5.10 illustrates the

new icebox lids and heat wires in place.

With these changes made, the cryostat reached base temperature on June 26, 2006.

The first phonon pulses were seen later the same day, marking the successful beginning of
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Run 123.

(a) Cold plate lid segments before annealing. (b) Still lid segments before annealing.

(c) 4 K lid before annealing.

Figure 5.9: New can lids installed in June 2006, including laser-welded heat conduction
wiring.

5.3 Detector tuning

Once the detectors reached based temperature, we began the lengthy process of

choosing bias points for all 120 SQUIDs and TESs. We made a substantial effort to sys-

tematize the tuning process in Run 123, due to the enormous number of channels involved.

After a bit of discussion and iteration, we implemented the standard set of procedures

described below.

The tuning process lasted from June through September, in parallel with various

electronics upgrades and noise troubleshooting. Run 123 data acquisition began in earnest
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(a) Completed 600 mK layer, showing new heat

wires, IR shield, and IR absorbers.

(b) Completed 4K lid, showing heat wires and IR

shield.

Figure 5.10: New thermalization hardware installed in the Soudan icebox in June 2006,
shown just before the Run 123 cooldown.

in October 2006, and the last change in sensor tuning (T5Z3 sensor A) was made on October

31.

5.3.1 SQUID tuning

The lock point along each SQUID’s modulation curve was chosen according to two

main conditions:

1. Each SQUID must be locked at a point away from any resonances, visible as kinks on

the modulation curve.

2. The SQUID must have a bandwidth of ∼ 350 kHz when the TESs are normal. This

value was chosen to lie comfortably above the TES bandwidth but low enough to

avoid stability problems.

The SQUID tuning process was conducted using LabView software developed by Dennis

Seitz.

5.3.2 TES tuning

The bias current of each TES array was chosen to reconcile two competing con-

straints. A low sensor resistance RTES gives the TES array a relatively high sensitivity

(α = T
RTES

dRTES
dT but a low bandwidth (BW ≈ RTES

2πLi
). Raising RTES increases sensor noise
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(σ ∝
√
BW ), however. In order to achieve the best signal-to-noise ratio while maintain-

ing risetime discrimination, we bias our TES channels to have noise bandwidths just high

enough to encompass the observed risetime information: 80 kHz for Ge and 150 kHz for Si.

Once each SQUID channel was tuned, the bias of the corresponding TES array

was set following the above recipe. The In some cases, the four TES channels on a given

detector were adjusted slightly for uniform response across the detector. If needed, the

TES biases were adjusted to align the histograms of phonon delay (the time delay between

phonon and charge pulses).
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Chapter 6

WIMP Search Analysis

The first 5-Tower WIMP-search data runs of CDMS II were conducted from Fall

2006 through Spring 2007. Run 123 acquired data from October 21, 2006 through March

20, 2007; the shorter Run 124 commenced after a brief period of cryogenic maintenance,

then ran from April 20 through July 16, 2007.

After applying the event reconstruction and calibration algorithms described in

Chapter 3, the bulk of the data analysis pipeline consists of defining a series of “cuts” upon

these calibrated data. Each cut is a selection criterion that defines one aspect of the region

of parameter space in which we look for WIMP-candidate events. The analysis pipeline

and relevant cut definitions for the Run 123/124 WIMP search analysis are summarized

below, followed by estimates of the exposure and expected signal acceptance of this analysis.

Note that the pipeline described below is a team effort, drawing upon the contributions of

numerous past and present members of the CDMS collaboration.

6.1 Data reduction pipeline

The primary data acquisition and reduction system for CDMS II consists of three

major software packages:

1. The data acquisition (DAQ) package, discussed in Section 4.8, controls the ac-

quisition and storage of particle events from the detectors, as well as providing a

convenient user interface for local and remote control of the acquisition hardware.

2. DarkPipe is the primary data reduction package. This is a software package written
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Figure 6.1: Schematic of the CDMS analysis pipeline, indicating major processing modules
and real-time monitoring systems.
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in the Matlab programming language which converts the raw data stream produced by

the DAQ into arrays of Reduced Quantities (RQs) characterizing each event. Dark-

Pipe implements the optimal filters, the pulse-walking algorithm, and a variety of

triggering and veto calculations.

3. PipeCleaner, also a Matlab package, performs data calibration tasks. PipeCleaner

acts upon the RQs generated by DarkPipe, augmenting them with an array of ”RRQs”

implementing detector corrections and calibrated to physical units (e.g. keV rather

than voltage at the digitizer).

DarkPipe and PipeCleaner are run consecutively in form of compiled Matlab executables,

as described in [198]. Each data set is automatically processed on the Soudan Analysis

Cluster (SAC) within hours of its acquisition to produced preliminary RQs and RRQs.

These are used for several manual and automated data quality checks, including an array of

diagnostic plots and Kolmogorov-Smirnov tests. These are monitored by personnel on shift

on-site and off-site, who flag data quality and processing failures soon after they occur.

Later reprocessings of these data took advantage of the greater computing power of

the Fermilab Lattice QCD computing cluster. The entire Run 123 data set was reprocessed

through DarkPipe and PipeCleaner during the spring of 2007, after the generation of new

optimal filter templates and preliminary energy calibrations. PipeCleaner was re-run in

June after the phonon correction table was finalized, producing the final set of analysis

quantities. Run 124 data were reprocessed similarly during the summer of 2007.

6.2 Blindness mask

This data analysis was performed “blindly,” in that the definitions of the various

analysis criteria were set without knowledge about the detailed characteristics of any can-

didate or near-candidate events which might be present in the data. This helps to keep

the WIMP-search analysis unbiased by its eventual result, which greatly simplifies the sta-

tistical issues associated with reporting that result. Blindness is maintained in the CDMS

experiment through the use of a blinding mask. The blinding mask is a cut that hides the

signal region of the data stream, removing it from study until after the WIMP signal criteria

have been defined. All cuts are set using data from source calibrations and WIMP-search

data outside of the masked region, so that there can be no fine-tuning of cut placement to
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achieve a desired result.

The blinding mask defines a simplified and conservative version of the WIMP-

search analysis (excepting the timing cut), selecting events satisfying all of the following

criteria:

1. Veto-anticoincident: no signal in the veto counter in the 50µs preceding the global

trigger.

2. Inner charge electrode: amplitude of the outer electrode energy is small (|qo| < 5

keV)

3. Energy range: recoil energy less than 130 keV and greater than some minimum thresh-

old (generally 2 keV, sometimes higher for noisier detectors)

4. Ionization yield: within an approximate 3σ nuclear recoil band

5. Multiplicity: Phonon signal within the 6σ noise for all but one ZIP.

These cuts are defined before the application of the correction table, using hard-coded

calibration factors copied from PipeCleaner. Due to the wider cut definitions and the

poorer resolution of uncorrected phonon variables, these cuts are designed to substantially

over-cover the true WIMP signal region. The final version of this cut which was designated

cBlind070123 123.

The blinding cut was applied by the PipeCleaner package during the final stage

of data reduction. The events tagged by this cut were excluded from the RQ data files

used in later analysis. Full versions of the RQ files including all tagged events were stored

separately on disk and only accessed for final leakage computations after all analysis cuts

were fixed.

During the analysis one minor failure of this blinding cut was uncovered. This

error was traced back to the effect of variations in noise amplitude during the run on the

single-scatter cut, as described in Section 6.5.2. Particularly noisy periods on one or more

detectors led many events to be falsely rejected by the single scatter cut, allowing some

true single-scatter events to fail the blinding cut and remain unmasked. This failure was

discovered very early on in the study of the WIMP search data, and no timing quantities

of these events were studied. For security I created a “backup” version of the blinding cut

including the final version of the singles cut. This backup cut was applied in addition to the
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standard blinding mask for the remainder of the WIMP search analysis. We do not believe

that the blinding of the analysis was compromised by this issue.

6.3 Data quality cuts

The combined Run 123 and 124 data sets encompass more than 4 million triggered

events. We developed a series of software criteria (“cuts”) to select WIMP candidates from

among this large background population. Consistent with our blinding philosophy, each of

these cuts was set based on calibration data and on WIMP search data outside the blinding

mask. The various cuts are divided into three rough categories:

1. Data quality cuts, which identify periods of poor detector performance and faulty

event acquisitions.

2. Reconstruction quality cuts, which identify events that are insufficiently well-

reconstructed to be considered as WIMPs.

3. Physics cuts, which define the ultra-low-background region of parameter space in

which we will look for WIMP candidate events.

Once the various event parameters are reconstructed, several data quality cuts are

applied to exclude various categories of “bad” events from further consideration. These

cuts take two major forms: those that identify periods of poor detector performance, and

those that identify individual events which may be poorly reconstructed.

6.3.1 Trigger criteria

All WIMP search candidate events should be acquired in the standard operating

mode of the data acquisition system: a global trigger induced by a detector Plo trigger.

We enforce this through the use of several cuts on the trigger information of a given event.

These cuts exclude events which have an error in their trigger information, were acquired

as “random” triggers by the DAQ (acquired to characterize event noise), or were triggered

by simultaneous hits in multiple scintillator paddles (acquired to monitor veto counter

performance).
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6.3.2 Detector selection

As described previously, not all detectors performed equally well during the Run

123 and Run 124 analyses. Only a subset of detectors were used for WIMP search during

each run, with the rest used only for the multiplicity cut. The good detector list for each

run was enforced by the cut cGoodDet.

Seven detectors were excluded from both data runs for a variety of reasons related

to cold hardware and detector failures:

• T1Z1: disconnected phonon channels due to damaged tower wiring

• T1Z3: disconnected Qouter amplifier

• T1Z6, T2Z6: poor neutralization due to broken LED wiring

• T3Z1: bistable performance of phonon sensor C. T3Z1C frequently switched between

a “good” state and a “lazy” state, in which its phonon pulses were much smaller and

slower. The switch seemed sensitive to event rate, so almost all calibration data was

acquired in the lazy state while the WIMP search data was more mixed. Without a

proper calibration sample, detailed analysis was impossible.

• T5Z2: disconnected Qinner amplifier

• T5Z6: very poor signal-to-noise for the phonon sensors

Part-way through the Run 123 analysis the decision was made to incorporate as

much of the briefer Run 124 as possible into that analysis. This raised concerns about

data uniformity, since some detectors had changed bias and neutralization states subtly (or

unsubtly) during the intervening warm-up of the cryostat. Strict criteria based on KS tests

and other data comparisons between the runs were set for the inclusion of Run 124 detectors

into the Run 123 analysis. The following list of detectors were eventually excluded for Run

124, in addition to the seven listed above: T1Z4, T2Z1, T2Z2, T2Z3, T2Z5, T3Z2-6, T4Z2,

T5Z3, T5Z4. The criteria which led to this good data set were extremely conservative, so

it is very likely that a later analysis could make use of most of the excluded detectors.

6.3.3 Stable TES tuning

The QET biases of each of the 120 phonon channels of CDMS II must be tuned to

attain the desired bandwidth and maintain balanced phonon timing response across each
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T1 T2 T3 T4 T5
Z1 12 Sep 09:47 02 Oct 16:51 27 Sep 11:46 09 Oct 10:49 01 Aug 12:08
Z2 12 Oct 01:44 02 Oct 16:51 29 Sep 13:21 02 Oct 16:51 29 Sep 14:11
Z3 12 Aug 14:25 22 Sep 09:58 29 Sep 13:21 15 Aug 20:37 31 Oct 12:51
Z4 29 Sep 17:47 29 Sep 14:11 26 Oct 15:34 27 Sep 21:33 01 Aug 16:37
Z5 02 Oct 16:51 21 Sep 10:59 27 Sep 21:33 29 Sep 13:21 12 Aug 13:10
Z6 29 Sep 14:11 24 Sep 12:47 12 Oct 01:44 27 Oct 17:23 27 Sep 21:33

Table 6.1: Starting times for the first data sets taken after the final QET tuning of each
detector for Run 123. WIMP candidates are not accepted from each detector from earlier
data runs. In practice this cut only affects the three boldface detectors.

detector. The tuning process was largely complete before the official commencement of the

Run 123 WIMP search (October 21, 2006), but a few channels were re-tuned as late as

October 31. The cut cStabTuning 123 enforces that no WIMP candidate is accepted from

a detector before its date of last QET tuning, given in Table 6.1.

6.3.4 Trigger stability

Some detectors show elevated trigger rates for brief periods of time, which may in-

dicate electronics problems or increases in phonon noise. The cTrigBurst 123 cut excludes

two classes of such periods:

1. Periods of WIMP search data with an overall trigger rate > 0.7 Hz over at least

100 consecutive non-random events. Excluding these events reduces the overall R123

(R124) live time by only 0.01% (0.006%) while removing more than 5% of events.

2. Periods of elevated trigger rates on T1Z4 and T2Z2 specifically in Run 123, identified

by an unusually high rate of events with negligible phonon energy (< 1 keV) in a

99-event window. These cuts reduce the livetime on T1Z4 (T2Z2) by 0.06% (0.9%),

but have no effect on the Ge analysis.

6.3.5 Anomalous noise spectra

The cuts cHighQNoise 123 and cHighQNoise 124 remove occasional time spans

of elevated charge noise within a data set. These periods are identified using a running

average of charge energy (qsum) for events with negligible phonon energy, assumed to be

noise events. These cuts remove periods during which the running charge average exceeds
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the mean value by 1.5σ, including one event on either side of the deviating window and

disregarding extreme outlier events. The livetime cost of these cuts is 1.2% in Run 123 and

0.4% in Run 124.

The various phonon noise spectra were generally fairly consistent throughout the

WIMP search and calibration data. Most variations in resolution or bandwidth were

small enough to have negligible effect on background discrimination, but some detec-

tors showed variations in noise amplitude or bandwidth large enough to be of concern.

cBadResTight 123 identifies series with particularly poor sensor resolution which might

degrade yield and timing discrimination, most prominently extended periods of elevated

low frequency noise on T1Z4A/C/D and T2Z4C. The resolution shifts on T1Z4 are also

visible in Figure 6.12. cBadRolloff 123 removes series with phonon noise bandwidths sig-

nificantly different from normal, notably significant periods of low noise bandwidth on T2Z4

and T3Z3 which may alter the distribution of timing parameteres.

6.3.6 Detector neutralization

If a millikelvin semiconductor detector is left under voltage bias for an extended

period of time, accumulated ionized trapping centers eventually compromise charge collec-

tion. Our understanding of this process of “neutralization loss” is not yet fully quantitative,

but the rate of degradation is expected to be proportional to the total deposited charge en-

ergy. These trapping centers may be cleared using periodic irradiation with LEDs on the

detector housings.

The cuts cBadNeut 123 and cBadNeut 124 remove periods in which the detector

neutralization is suspect. These cuts combine information from three studies of neutraliza-

tion loss during the two runs:

1. A quantitative characterization of the yield distributions of the various Ba data sets,

based on the fraction of events at low ionization yield (0.1 < yield < 0.8, yield below

the 2σ electron recoil band). For each Ba data set and for each segment of 105 events

within a Ba set, I computed the fraction of events passing basic quality cuts which

also lay at low ionization yield. Any data set more than 2σ above the overall mean

(marked in red in the left portion of Figure 6.2) was marked for manual inspection,

as was any series in which one or more segments were 2σ above the mean (a less

sensitive criterion, given the larger error bars from the lower statistics of a segment).
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The former were generally excluded from use in surface event studies, as were the

latter portions of some data sets from either category in which a clear upward trend

in low yield fraction was visible (right portion of Giure 6.2). In a few cases where

the low yield fraction remained high for several consecutive Ba sets, the intervening

WIMP search sets were also excluded.

Figure 6.2: Left: Low-yield fraction computed for each data series of Runs 123 and 124.
Red symbols indicate series exceeding the mean fraction by more than 2σ. Right: Example
of apparent neutralization loss in T5Z1, series 161116 1648. Error bars indicate low yield
fractions in 100,000 event bins, illustrating a clear rise late in the run. Red symbols indicate
periods identified as 2σ above the mean.

2. A characterization of the WIMP-search data sets by Cathy Bailey using similar meth-

ods. Due to much lower statistics, this study could not subdivide series into smaller

segments and was generally less sensitive to variations in yield distribution. This study

nonetheless provided the most direct indication of low-yield fraction for WIMP-search

data runs, and led to the exclusion of several data series. We also excluded any WIMP

search series following a Ba series excluded by the first study without an intervening

LED flash to re-neutralize the crystals.

3. An accounting for each event of the length of time the detectors spent under bias

since the previous LED flash, performed by Wolfgang Rau using code developed by

Joel Sander for Run 119. A few Ba data sets were not followed by an LED flash due

to bugs in the DAQ’s automated flashing code. If a Ba data set shows evidence of

neutralization loss on a detector, all data from that detector before the next LED

flash are excluded from the WIMP-search analysis.
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All told, these cuts exclude approximately 1-7% of the experiment’s raw live time

on most detectors. Longer time periods are excluded for three detectors (T1Z4, T2Z2,

and T3Z6) due to extended periods of poor neutralization. These cuts should be relatively

conservative, but it is not impossible for a series with degraded neutralization to slip past,

particularly if the degradation is localized to a region within a detector. Work on quan-

titative modeling of neutralization loss mechanisms is in progress, and may inform future

analyses.

6.3.7 NuMI neutrino beam

As part of the MINOS neutrino oscillation experiment, an intense beam of muon

neutrinos at GeV energies is currently projected from the Main Injector facility at Fermilab

to the MINOS far detector at Soudan. Neutrinos from this beam may interact in the shield

or cavern rock to generate muons and associated neutrons, which may be detectable in

CDMS II. These are not expected to constitute a significant source of unvetoed background

to the experiment, but we nonetheless attempt to exclude events in coincidence with the

beam. The MINOS beam is active for only 10 µs every 2.5 seconds, so the cost of such a

cut in live time is negligible.

The cut cNuMI R123 selects events in coincidence with the MINOS beam based

upon their GPS time signatures. The GPS time stamp of each event is recorded to the

nearest 100 ns using a fiber optic link to the MINOS GPS receiver. After correcting for the

measured fiber optic delay time (1.45 µs), these time stamps are compared against the time

record of each NuMI beam dump. The cut excludes detector-triggered events within 60 µs

of a beam spill and shield-triggered events within 10 µs of a spill. The cut is only functional

after series 161214 1221, when a failure of the fiber optic connection during the fall of 2006

was repaired. A total of 20 events are excluded from this analysis based on these criteria,

none of which would have been WIMP candidates in any case.

6.4 Reconstruction quality

6.4.1 Poor detector regions

Two Ge detectors showed very anomalous behavior localized to some portion of

their layout. In each case these regions produced an excess of events at low ionization yield
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and slow phonon timing, and thus a large population of timing outliers.

1. T3Z2 C/D: As shown in the left plot of Figure 6.3, quadrants C and D of T3Z2 show

a huge population (∼ 1000) of low-yield events, the vast majority of which are also

outliers in phonon timing. The right plot shows that this population lies along an

apparent gap in Qouter, an arc in which events under the outer ionization electrode

deposit negligible charge in that electrode. This is likely the result of a region of

disconnected TESs, a patch of floating metal which distorts the local electric field and

prevents Qouter charge collection. To avoid subtle effects of this field distortion on

the phonon correction table, all events for which channels C or D are the primary

sensors are excluded from WIMP-search analysis.

2. T5Z1 D: A “curl” distortion is visible in quadrant D of T5Z1’s delay and box plots.

This is probably a symptom of a malformed region of the TES pattern. This region

exhibits phonon manifold degeneracy and an excess of timing outliers, so quadrant D

is excluded from WIMP-search analysis.

Figure 6.3: Left: Delay plot for T3Z2, highlighting neutrons (green) and low-yield events
(black, with blue and red indicating phonon- and charge-face selections respectively). Note
the excess of low-yield events in the right portion of the detector. Right: Phonon partition
(“box”) plot for T3Z2, illustrating a bad detector region. Black indicates Qinner events
(i.e. negligible Qouter), blue indicates Qouter events, and magenta indicates shared events.
The right half of this detector is excluded from analysis.

The cut cBadDetRegions 123 selects these three detector quadrants based on their

values of xdel and ydel. This cut removes 50% of T3Z2’s exposure and 25% of T5Z1’s,

with no effect on the other detectors.
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6.4.2 Ionization goodness-of-fit

If two particle events occur sufficiently closely together in time (i.e. separated by

less than the post-trigger digitization window, ∼ 1200µs) in a single detector, the pulses

from the two events can overlap in a digitizer trace. Such events are very rare at the low

trigger rates of WIMP search data, but are very common in calibration sets. The distorted

pulses from such ”pileup” events can be reconstructed incorrectly, and so should be removed

from consideration as WIMP candidates or for detector characterization.

Pileup events in the ionization channels are poorly fit by the usual optimal filter

templates, and so possess high values of optimal filter χ2 (QSOFchisq). cChiSq 123 enforces

an upper limit on QSOFchisq, consistent with that of an isolated event free of pileup. This

cut takes the form a + b · Q2, with a generally near 5000 (the expected χ2 is 4800) and b

set empirically to match the upward flaring of the χ2 distribution for large pulses, shown

in Figure 6.4.

Figure 6.4: Charge optimal filter χ2 (QSOFchisq) versus summed charge amplitude (qsum)
for T1Z2 WIMP search data. The green line indicates the position of the cut. Black dots
indicate events failing the cut. Figure by D. Moore.

The curvature and broadening of the χ2 band at high ionization amplitudes visible

in Figure 6.4 is due to two major factors. The templates retain some noise since they are

produced by averaging a finite number of real pulses. This noise enhances χ2 slightly

at high pulse amplitudes, leading to the slight curvature of the distribution’s lower edge.

Furthermore, DarkPipe only determines the start time of the ionization pulses to the nearest

digitizer bin (0.8µs). This inaccuracy in the start time determination broadens the difference
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in χ2 between events with slightly different true start times. This broadening reduces the

effectiveness of cChiSq 123 slightly, though pileup rejection remains very powerful. This

will be addressed in future analyses through sub-bin interpolation of the ionization start

time and χ2 (Appendix A.4).

6.4.3 Pre-pulse phonon noise

The ionization χ2 cut is extremely effective at identifying pileup events, but is not

always sufficient to exclude all such events. The cut is less powerful at higher energies due to

the broadening described above, and also has limited power for the tiny ionization pulses of

nuclear recoils near threshold. Phonon pulses also have substantially longer falltimes than

ionization pulses, so a trace can contain a phonon pulse tail from a previous trace but not

an ionization pulse tail. Ideally we would impose a similar cut on the χ2 of the much larger

phonon pulses, but this is ineffective due to the large variations in phonon pulse shape with

amplitude and position.

cPstd 123 rejects events for which the pre-pulse baselines (the first 400 digitizer

samples) of any phonon trace has an unusually high standard deviation (RQs P*std). Since

these samples are well before the phonon trigger, they should just sample the overall noise

of the phonon channels and should have a gaussian distribution that is essentially constant

over time. The cut level on each channel is set at the 5σ level based upon a gaussian fit

to the distributions of P*std for a large sample of data. This cut serves as an additional

protection against pileup, as well as rejecting events with unusual phonon noise in general.

6.4.4 Pre-pulse charge noise

In analogy with cPstd 123, this analysis imposes a new cut cQstd 123 on the pre-

pulse standard deviations of the ionization channels. This cut does have rejection power for

pileup events, but in that context is essentially redundant to cChiSq 123 and cPstd 123.

Its primary purpose is to reject events taken during periods of unusual ionization noise,

specifically those during the more microphonic periods of the cryocooler duty cycle.

As described in Section 5.2.3, the E-stem cryocooler transmits substantial vibra-

tions to the icebox during portions of its 1.2 second refrigeration cycle. The phonon channels

and most ionization channels are essentially immune to these vibrations, but a few ioniza-

tion channels show significant cryocooler-induced microphonic pickup. The largest effects
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Cryocooler OFF: 0.400 keV
Cryocooler ON: 0.493 keV (+23.1%)

Figure 6.5: Noise power spectrum for T1Z4 Qinner, showing cryocooler-induced micro-
phonic peaks near and below 10 kHz. The solid spectrum shows the situation with the
cryocooler temporarily deactivated, while the dashed shows the increased microphonics
with the cryocooler in normal operation. The caption indicates the r.m.s. resolution in
each configuration.

are seen on the Qinner channels of T1Z4, T3Z2 and T3Z5 and the Qouter channels of T1Z4,

T2Z1, T2Z3, T2Z5, T3Z2 and T3Z5. Lesser effects are visible on the Qinner channels of

T2Z3 and T2Z5 and the T4Z2 Qouter. Figure 6.5 shows the difference in the average noise

spectrum of T1Z4’s random triggers with the cryocooler on and off.

The cryocooler vibrations vary greatly in amplitude during the refrigeration cycle,

and this variation is clearly visible in real time on the microphonically-sensitive charge

channels. The random triggers from the noisiest cryocooler periods are generally excluded

from DarkPipe’s noise analysis by the automatic pulse-rejection algorithm, and the noise

spectrum used in the optimal filter calculation represents an average over the quieter and

intermediate portions of the cryocooler cycle. The microphonic peaks in Figure 6.5 are thus

larger for some fraction of events and smaller for others. The signal-to-noise performances

of these charge channels thus vary at different portions of the cryocooler cycle, suggesting

that variations in the analysis with cryocooler phase may also be beneficial.

Since the timing of the cryocooler cycle is mechanical and derived from the 60 Hz

power line frequency, it is relatively unstable over long periods of time longer than a few

seconds. As shown in Figure 6.6, the standard deviation of the pre-pulse baseline (QIstd

and QOstd) on microphonically-sensitive charge channels is a useful proxy for the phase
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of the cryocooler cycle. It is convenient to measure in normalized units, based upon the

approximate mean and standard deviation of each parameter distribution. To limit the

effects of the long tails of the Q*std distributions, the mean and standard deviation are

determined through an iterative gaussian fit: the fit is performed several times, throwing

away outlying events at each iteration until stability is achieved. As shown in Figure 6.7,

cryocooler-sensitive detectors have a significant population of events at high baseline noise.

These events have degraded ionization standard deviation, as illustrated in Figure 6.8.

Neither of these effects is visible in an insensitive detector.

The cut cQstd 123 demands that QIstd and QOstd each lie below +4σ from the

mean in these normalized units. This cutoff is indicated by the blue vertical lines in Figures

6.7 and 6.8; the approximate efficiencies of these cuts are shown beside the lines in the

former. The cut is set at somewhat lower values on T2Z3Qi, T3Z2Qo, T3Z5Qi, T3Z5Qo,

and T4Z5Qi to avoid significant changes in measured charge resolution within the accepted

region. Cut efficiencies are essentially 100% in most detectors, dropping as low as 69% in

the most microphonic detector, T3Z5.

Figure 6.6: Relation between approximate cryocooler phase and pre-pulse ionization stan-
dard deviation QIstd. The left plot shows T1Z2, a detector relatively insensitive to cry-
ocooler microphonics, while the right plot shows the much more susceptible T1Z4. The
plotted cryocooler phase is an approximation based upon the measured oscillation period
over a short span of data.
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Figure 6.7: Distribution of QIstd for a two detectors, one microphonically insensitive (T1Z2,
left) and one sensitive (T1Z4, right). The x-axes are measured in normalized units of
standard deviations from the mean, based upon gaussian fits to the observed distributions.
The curves indicate the fraction of random trigger events with QIstd greater than the given
value. Note the larger tails to high numbers of σ in the sensitive detector.
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Figure 6.8: Ionization resolution (standard deviation) as a function of QIstd, measured in
normalized units. The left plot shows a microphonically insensitive detector (T1Z2), the
right a microphonically sensitive one (T1Z4).
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6.4.5 Phonon start time

In addition to the pileup events described above, a multi-detector configuration

can suffer from an additional reconstruction pathology called “cross-detector pileup”. In

this class of events a particle event triggers the data acquisition system and a second,

unrelated event occurs on another detector within the digitization time window. There is

no overlap within a single detector so each pulse is properly formed, but the second pulse

occurs abnormally late within its digitization window. An example from Run 119 is shown

in Figure 6.9. This is very rare at the low acquisition rates of WIMP-search data but

relatively common during high-rate calibration.

Cross-detector pileup is problematic because the pulses of the second particle event

may occur outside of DarkPipe’s optimal filter search window. DarkPipe only searches for

the start time of a Ge ionization (phonon) pulse within a window of [-100,+10] ([-50,+200])

µs around the trigger time, which occurs 512 bins (∼ 400 µs) into the digitized trace. Due to

the faster phonon response of Si detectors, the ionization and phonon windows for Si events

are modified to [-50,+10] and [-25,+200] µs, respectively. If a pulse lies outside this window

the optimal filter will select an incorrect start time within the window, resulting in anoma-

lously low amplitudes. Widening this window would slow processing time significantly, and

pulses well outside the window may be truncated and thus not well-reconstructed in any

case.

Such cross-detector pileup events have poor ionization fits and so are almost always

rejected by cChiSq 123. In rare cases, however, a low-energy gamma can sneak past this

cut and be mis-reconstructed to low ionization yield, mimicing a nuclear recoil. Since

the phonon timing quantities are determined by a walking algorithm independently of the

optimal filter, the primary phonon risetime is generally correct (e.g. gamma-like) for such

events while the primary phonon delay is anomalously long (the ionization start time is

based upon the optimal filter, and thus incorrect). In previous analyses the charge and

phonon timing quantities were all determined using the walking algorithm, so the timing

discriminants were essentially correct even for these events. These often passed the timing

cut and appeared as WIMP candidates, since they have the slower timing of gammas.

cGoodPStartTime rejects cross-detector pileup by enforcing that the walked start

time of the primary phonon pulse lie within the optimal filter window for the ionization

channels, i.e. that PXr20 ∈ [−50,+10]µs for Ge ([−25,+10]µs for Si). This corresponds to
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Figure 6.9: Example of a cross-detector pileup event in T1Z3 during Run 119. The initial
trigger was on an unrelated event in T1Z1. Raw traces for the ionization and primary
phonon sensors are shown, as well as vertical lines indicating the trigger time and optimal
filter search windows. Note that the ionization pulse occurs well outside the appropriate
search window, leading to an incorrect value for pdel (63 µs).

the overlap between the charge and phonon optimal filter search windows shown in Figure

6.9. Signal efficiency is nearly perfect for WIMP-search events passing other quality cuts,

but there is a small decrease in efficiency at very low energies. This loss occurs because the

trigger threshold is crossed later for a smaller phonon pulse, shifting the entire event earlier

in the digitized trace with respect to the fixed window.

6.5 Physics cuts

6.5.1 Scintillator veto

The veto cut cVTStrict 123 selects detector events coincident with activity in any

of the 40 scintillator panels of the surrounding muon veto counter. The events passing this

cut are rejected from consideration as WIMP candidates.

The primary obstacle to setting this cut is the high (∼ 600 Hz) trigger rate in the

veto counter from ambient gamma rays. The detectors are protected from these events by

substantial shielding and powerful discrimination, but these gammas would lead to unac-

ceptable dead time if they were allowed to trigger the veto cut. Events passing the veto cut

must thus satisfy either (or both) of the following two conditions:

1. The photoelectron signal lies above a panel-specific threshold anywhere within a veto
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window of [-180,+20] µs around the global trigger for any of the veto panels. This

threshold is set high enough to exclude essentially all gamma events, generally be-

tween 30-50 pC. The cut position for one panel is plotted in Figure 6.10, indicating a

threshold near the upper edge of the gamma distribution but well below most muons

and showers.

Figure 6.10: Histogram of WIMP search veto amplitudes for veto panel #4. The black
line indicates all veto triggers. The blue indicates events not satisfying the veto multiplicity
trigger, predominantly gamma events rather than muons or showers. The green vertical line
indicates the 50 pC fixed threshold of the Run 119 analysis, while the red vertical line marks
the threshold for this panel during the current analysis. Figure by R. Hennings-Yeomans

2. The largest photoelectron signal within the veto window lies within [-50,0] µs relative

to the global trigger.

Though these cuts eliminate the vast majority of false gamma events, some dead

time is nonetheless introduced into the analysis due to the shield event rate. The WIMP

search efficiency is calculated to be 97.6% in Run 123 and 96.6% in Run 124, based upon

the fraction of random triggers which pass the veto cut.

6.5.2 Event multiplicity

Due to their extremely small interaction cross sections, WIMPs are not expected to

scatter multiple times within any experimental apparatus of practical size. Multiple scatters

are quite common for neutrons and electromagnetic backgrounds, however, and therefore

we demand that any WIMP candidate event scatter in only a single detector. We classify an
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event as a single scatter (and thus a possible WIMP candidate) if it shows significant energy

deposition in one and only one detector. More specifically, the cut cSingle 123 requires

that the uncorrected phonon energy prg exceed the 6σ upper edge of one detector’s phonon

noise blob but fall below the 4σ upper edge for all other detectors. The background rejection

power of this cut naturally increases as the number of detectors grows, and false rejections

of true single scatter events should be very rare at the low (< 1 Hz) trigger rates of WIMP

search data. In the idealized case of static gaussian noise, the rate of false positives should

be only (30− 1)1
2erfc

(
4√
2

)
= 0.09% (i.e. 99.91% signal efficiency).
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Figure 6.11: Initial signal efficiency of cSingle 123, measured as a function of series date.

A naive application of this scheme has substantially worse efficiency than expected,

however, and that efficiency fluctuates strongly from run to run as shown in Figure 6.11. The

bulk of the observed poor performance is due to the significant variations in noise baseline

seen in some detectors over the run, illustrated in Figure 6.12 for Tower 1. These variations

do not generally have a dramatic effect on WIMP search performance, and time period of

especially bad performance on a given detector are removed from consideration by quality

cuts. Changes in resolution can have a dramatic effect on the multplicity cut, however.

A detector experiencing poorer resolution will pollute the singles cut with frequent false

vetoes, as noise fluctuations drive prg intermittently over its 4σ threshold. A detector may

issue such false vetoes even while excluded from the WIMP search, drastically reducing the

efficiency of the singles cut and thus our effective livetime for true WIMP recoils. Each loss

in efficiency in Figure 6.11 can be traced back to degraded performance by some detector,
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most notably T5Z3A (for which QET tuning was not completed until the end of October)

and T1Z4C (known to have poor noise performance in the spring).

Figure 6.12: Variation in mean (left) and standard deviation (right) for phonon noise of
Tower 1 ZIPs during Run 123, as measured using gaussian fits to pt for each run’s random
triggers. Note the large variations for T1Z4, a particularly prominent source of false vetoes
in a naive singles cut.

Excluding all periods of sub-optimal noise performance would significantly reduce

the power of the multiplicity cut. The final form of cSingle 123 instead implements series-

dependent values for the various phonon noise means and resolutions, each computed by an

iterative gaussian fit to the random triggers of a given data series. cSingle 123 sets the

high and low thresholds on a run-by-run basis using these fitted quantities. No detector

is ever fully excluded from vetoing a prospective single, and the threshold is adaptively

placed as close to the noise as is practical. In addition to these phonon thresholds, four

detectors with relatively poor phonon sensor performance (T1Z1, T3Z1, T5Z5, T5Z6) are

also checked for ionization signals above analogous 4σ thresholds.

Efficiency is also reduced in some time spans by intermittent false multiples due

to a series of glitches on T5Z2A . An example is shown in Figure 6.13. Such events are

not a concern elsewhere in the analysis, since T5Z2 is not a WIMP-search detector. For

simplicity T5Z2A is excluded from the singles cut entirely; the phonon noise cut is applied

to the three sum of the remaining three channels.

The efficiency of the final version of cSingle 123 is shown in Figure 6.14 for T1Z2,

as measured using random trigger events. The mean efficiency of 99.4% is slightly lower

than that expected for static gaussian noise, presumably due to the finite error bars on the

run-specific noise parameters.
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Figure 6.13: Representative phonon glitch event on T5Z2. All channels except Phonon A
have low amplitudes, consistent with noise.
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Figure 6.14: Final signal efficiency of cSingle 123, measured as a function of series date.
Note the shorter y-axis range compared to Figure 6.11.
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Due to the very high event rate during calibration with radioactive sources, over-

lapping events in different detectors (“cross detector pileup”, see Section 6.5.2) is relatively

common and the singles cut naturally becomes less useful. Such coincidences are essentially

nonexistent in WIMP search data runs due to the far lower event rate (well below 1 Hz).

6.5.3 Fiducial volume

The fiducial volume cut rejects events at very large radius, near the outer rim of

the detector. These edge events may be corrupted by distortions of the electric field configu-

ration, poor phonon sensor coverage, and charge-deficit effects along the outer surface. This

cut is based upon the relationship between the inner- and outer-electrode ionization signals.

cQin 123 accepts events for which the reconstructed Qouter energy (qo) is consistent with

noise at the ±2σ level. Note that this cut is extremely strict at high energy but becomes

relatively loose near threshold: an event with 4 keV of ionization, for example, can drop

half of its energy into the outer charge channel without failing this cut.

The signal efficiency of the fiducial volume cut was measured using neutron-

induced nuclear recoils from the 255Cf calibration runs, following a method developed for

Run 119. Efficiencies are generally near 80% near threshold, near the nominal value of 85%

based upon the area of the outer charge electrode, dropping to 70-75% near 100 keV. This

energy-dependence is a natural consequence of two effects: the cut definition is stricter at

low energies (as described above), and neutron multiple-scatter events can fail the cut by

depositing some of their energy in the outer electrode. Note that the latter effect does not

operate for WIMPs, making this measurement of the fiducial volume a slight underestimate.

Preliminary Monte Carlo simulations by Steve Yellin and Xinjie Qiu suggest that the effect

of this effect is likely to be of order ∼ 5% in scale. I revisit this systematic error briefly at

the end of this Chapter.

6.5.4 Ionization yield

This analysis demands that a WIMP candidate event satisfy two ionization yield

criteria:

1. Ionization yield within the 2σ nuclear recoil band

2. Ionization yield less than the 3σ lower edge of the electron recoil band
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Figure 6.15: Ionization bands from Run 123 252Cf calibration data for all working ZIP
detectors. Colored curves indicate 2σ edges of the electron recoil (red) and nuclear recoil
(blue) bands.
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The yield bands for the electron and nuclear recoil populations are defined using

calibration data sets. In each case we divide the data into energy bins and fit a gaussian to

the corrected yield (yic) profile in each bin. Simple functional forms are then fitted to the

fitted means and standard deviations as functions of recoil energy (pric): µyic(pric) =

a1 · prica2 , σyic(pric) = (b21 · pricb2 + b23)/pric. The nuclear recoil band is fitted using

the Run 123 252Cf sets, as is a preliminary version of the electron recoil band. The final

electron recoil band is fit to a sample of the Run 123 133Ba data. The fitted bands for

all good detectors are shown in Figure 6.15. The 2σ neutron band generally has a signal

acceptance above 90%.

6.5.5 Surface event rejection

The primary surface event rejection cut for this analysis (cRT 123) follows the

scheme developed for the Run 119 analysis [188]. This cut is based upon the primary phonon

sensor risetime (pminrtc = PXr40-PXr10) and the delay of the primary phonon pulse with

respect to the ionization pulse (pdelc = PXr20-QSOFdelay+constant), each corrected using

the usual phonon correction table. As before, a further empirical correction was applied to

each parameter to flatten the upper edge of the surface event distribution.

cRT 123 has two components, each exploiting the strong positive correlation be-

tween pminrtc and pdelc. The “consistency cut” demands that the difference between

these parameters is consistent with the calibration neutron population, i.e. within 4σ of the

mean neutron value for the chosen detector. This cut has substantial discrimination power

itself on some detectors, but is primarily intended to reject “outlier” events for which one

or both timing parameters is incorrectly reconstructed.

The bulk of the cut’s overall power generally comes from the “discrimination cut”,

which demands that the sum of the two corrected timing parameters is above a chosen

threshold. This serves to separate the slower nuclear recoils from the faster surface event

background. The threshold is set separately for each detector to allow a passage fraction

of no more than 0.3% for surface events from the Ba calibration. The actual power of the

timing cut to reject surface events in WIMP-search data is discussed as part of the surface

event background estimate in Section 7.2.
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6.5.6 Phonon position reconstruction

Even after all of the cuts described above, a small non-gaussian tail of timing

outlier events still extends to low yield and slow timing in the Ba calibration data. These

have been reduced by cuts on detector-detector crosstalk and cross-detector pileup (neither

of which affect WIMP search data appreciably), but a few such events remain.

Degeneracies in the phonon position reconstruction are one source of outlier events.

The partition and delay parameters used in the construction of the phonon correction table

both have “foldback” in their radial dependence, i.e. the associated radial coordinates are

not monotonic. Combining the two parameters eliminates much of the foldback [177], but

Figure 6.16 shows that some degeneracy can remain at high radii. These degeneracies

can introduce mis-corrections of timing parameters, which generally become slower at large

detector radii. As long as high-radius events are corrected using high-radius neighbors there

is no problem - the table corrects for the overall trend in timing parameters. Occasionally,

however, an event in the outer portion of the detector (? in Figure 6.16) may be corrected

using a set of nearest neighbors (◦ in Figure 6.16) which includes events at lower radii. The

slower timing of the outer event will then appear as a deviation from the faster neighbors,

pushing the corrected timing parameters to anomalously high values. This mechanism can

allow the occasional surface event near the detector rim to pass the phonon timing cut.

Matt Pyle devised a simple cut to exclude the bulk of these degenerate events

based upon the Qouter event population, which provides a tracer for the outer detector

region. We plot the Qouter events on top of the usual phonon manifold, then exclude

from further consideration all events within some radius R from the Qouter events. This

acts as a sort of extension to the fiducial volume cut, removing events whose positions are

reconstructed dangerously close to the degeneracies of the outer rim. The radius R is set

on a detector-by-detector basis to remove a large fraction of outliers at minimal cost in

neutron efficiency. The cut has an efficiency of 90-95% on nearly all detectors, with T4Z2

(80%) and T5Z4 (75%) somewhat lower to encompass larger populations of outliers.

This cut is somewhat ad hoc, but future analyses can improve upon it substantially.

Bruno Serfass has suggested including Qouter events in the construction of the correction

table. We can then exclude any event for which a significant number of its nearest neighbors

were from the Qouter population. This scheme could not be applied to this analysis due to

lack of time.



184

Figure 6.16: Slice of the phonon position correction manifold for T1Z5, plotted in box plot
radius (x-axis) versus delay plot radius (y-axis, µs). Colors indicate values of the primary
phonon risetime pminrt. The star (?) indicates a timing “outlier” event, while the black
circles indicate the nearest neighbors of this event used in the correction table. Figure by
M. Pyle.

6.5.7 Thresholds

Ionization threshold

The charge threshold cut cQThresh 123 rejects events for which the ionization

signal is consistent with noise. This population has poorly-defined ionization yield and may

be contaminated by anomalous events.

cQThresh 123 enforces that the inner electrode ionization signal qi exceeds the

noise plateau by at least 4σ, based upon a gaussian fit to the ionization amplitudes for ran-

dom triggers. To avoid leakage during series with poorer ionization resolution, we measure

the mean and width of the qi noise blob independently for each series in R123 and R124, as

for the multiplicity cut (see Section 6.5.2). The cut is set for each run at the larger of this

run-dependent threshold and the mean threshold from a gaussian fit to the noise blob for

the entire run, thus allowing only upward fluctuations in the threshold from a base value.
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Figure 6.17: Gaussian fit to the qi noise blob for T1Z2 used in the ionization threshold cut,
superimposed on the noise blob in qi and pt for this detector. Figure. by X. Qiu.

Figure 6.18: Variation in Tower 1 qi resolutions during the course of Run 123, as measured
using gaussian fits to random trigger events during each data series.
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Recoil energy threshold

The phonon threshold is set as a cut on recoil energy (pric), rejecting events at

low energies. This population has poorly-defined charge yield and noisy timing parameters,

leading to poor discrimination. No explicit cut is placed on phonon amplitude alone, which

would generally be weaker than the charge threshold cut. Though our standard analysis

can be extended down to at least 5 keV [193, 198] and modified analyses to 1 keV or less,

the first analysis of these data for publication used a conservative threshold of no less than

10 keV in recoil energy (pric) for all Ge detectors (7 keV for Si). Future analysis may use

lower threshold energies.

The recoil thresholds for this analysis are shown in Table 6.2. Note that several

detectors have thresholds somewhat higher than the minimum values given above. These

thresholds were generally increased to ensure that the following conditions are satisfied:

1. The surface event rejection cut should have significant efficiency.

2. The charge threshold cut and the edge of the electron recoil band must not exclude

the nuclear recoil band.

3. There must be a significant population of calibration surface events with which to

characterize the cut, which generally means that the 5 sigma lower edge of the electron

recoil band must not encompass the nuclear recoil band.

Table 6.2: Recoil energy thresholds in keV for the Run 123/124 blind analysis. Italics
indicate Si detectors.

T1 T2 T3 T4 T5
Z1 7 10 10
Z2 10 7 10 10
Z3 10 7 15 7
Z4 10 7 10 10 10
Z5 10 10 15 10 10
Z6 10 10 20

6.6 WIMP search exposure

The power of a WIMP search analysis is characterized by its exposure (the sensi-

tivity to observation of WIMP recoils) and its expected background rate (which determines
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the significance of any observed events). This section estimates the exposure of this analysis.

The expected background is described in Section 7.2.

The WIMP search exposure itself can be divided into two components: a live

time of the target mass and an energy-dependent signal efficiency within that live time.

The exact dividing line between these two is somewhat arbitrary - only their product is

physically meaningful. I generally assign cuts excluding specific time periods or detector

mass to the computation of the live time, relegating event-specific (and particularly energy-

dependent) cuts to the efficiency.

6.6.1 Live time

Table 6.3: Live times (days) for Run 123 in this analysis, after cuts described in the text.
Italics indicate Si detectors.

T1 T2 T3 T4 T5
Z1 87.299 96.560 72.464
Z2 91.313 81.014 37.918 96.295
Z3 81.229 52.723 93.124 85.781
Z4 48.948 65.967 86.521 97.493 98.011
Z5 83.678 95.929 63.177 89.856 97.625
Z6 68.015 89.394

Table 6.4: Live times (days) for Run 124 in this analysis, after cuts described in the text.
Italics indicate Si detectors.

T1 T2 T3 T4 T5
Z1 52.348
Z2 45.024
Z3 53.741
Z4 53.402 53.608 47.369
Z5 51.148 45.501 53.262
Z6 46.207

Tables 6.3 and 6.4 list the livetimes computed for each ZIP detector in this analysis.

These quantities include all good data series after the following cuts:

• All data quality cuts in Section 6.3.

• ∼cBadDetRegions 123, which removes three poorly-performing detector quadrants

(see Section 6.4).
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• cQstd 123, which primarily removes poor time periods of the cryocooler cycle on

certain detectors (see Section 6.4).

Summed over all good detectors, the total live time of this analysis is:

• Ge: 312.23 + 85.53 = 397.76 kg-d

• Si: 61.14 + 15.95 = 77.09 kg-d (53.47 kg-d excluding T2Z1 and T4Z1, which have

not been unmasked at the time of this writing.)

6.6.2 Signal efficiency

The efficiencies of the remaining event reconstruction and physics cuts for nuclear

recoils are combined into the signal efficiency. The efficiency of each cut is determined

for each detector by the methods described above. The total experimental efficiency is a

weighted average of these detector-specific efficiencies, weighted by their relative live times

from Tables 6.3 and 6.4. Figure 6.19 plots this total efficiency as a function of recoil energy,

indicating the cumulative contributions of various cuts. The net efficiency is approximately

30%, somewhat lower than that achieved in the Run 119 analysis but falling off less rapidly

at low recoil energies. As in previous analyses, the largest costs in WIMP efficiency come

from the fiducial volume and surface event rejection cuts.
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Figure 6.19: Efficiency of the Run 123/124 WIMP search analysis as a function of recoil
energy. Curves represent total efficiency after the subsets of cuts described in the caption,
with each curve representing the efficiency after adding one set of cuts to those of the curve
above.
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6.6.3 WIMP spectrum-averaged exposure

It is difficult to fairly compare two experiments with different exposures and ef-

ficiency functions, since the shape of this function affects the sensitivity to WIMPs at a

given mass. One useful measure of the total exposure of a given experiment is the WIMP

spectrum-averaged exposure for a given WIMP mass, defined as the exposure of a hypo-

thetical experiment with 100% efficiency with equivalent sensitivity at a given WIMP mass.

This value is given by:

εWSA,M = LT ·
∫ Emax
Emin

dE ε(E)ηM (E)∫ Emax
Emin

dE ηM (E)

, where LT is the livetime, E is the recoil energy, ε(E) is the efficiency function, [Emin, Emax]

is the energy range under analysis, and ηM is the expected recoil energy spectrum for a

WIMP of mass M .

For this analysis, the spectrum-averaged exposure for a 60 GeV/c2 WIMP is 121.3

kg-d for Ge, 17.9 kg-d for Si. For comparison, the equivalent numbers for Run 119 were 34

kg-d and 12 kg-d, respectively. Near the minimum of its limit curve, this Ge exposure is

thus roughly 3.5× greater than any previous single WIMP exposure of CDMS.

6.6.4 Systematic errors

This estimate of the WIMP-search exposure of this analysis is subject to several

sources of systematic error. One such source is the presence of internal multiple-scatter

events in the neutron sample: neutrons which deposit energy in two or more separated

locations within a single ZIP. Monte Carlo simulations indicate that ∼ 15% of nuclear

recoils from neutron calibrations will have this topology. WIMPs should never scatter

twice within the same detector, so these events constitute a systematic difference between

the calibration data and the signal population. Simulations indicate that the presence of

these events in the calibration data leads us to underestimate the efficiency of the fiducial

volume cut and to slightly mis-fit the nuclear recoil band with negligible effect on signal

acceptance. We do not yet have a quantitative understanding of the effect these events have

on the performance of the timing cut: some internal multiples should appear with unusually

slow or fast timing parameters, some should fail the consistency cut, and some should be

mis-corrected by the lookup table, but the magnitude of the net effect is unclear.
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A second, very different source of systematic error comes from inaccuracies in

the actual masses of the detector crystals. Our collaboration has traditionally taken the

mass of a Ge detector to be 250g and that of a Si detector to be 100g. These are only

approximations, however. A more detailed analysis of the detector geometries suggests that

a Ge ZIP has a mass closer to 239g (4% lower) and a Si ZIP closer to 106g (6% higher). Even

these numbers are only approximate, however, since individual detector thicknesses vary by

several tenths of a millimeter (several percent) due to differences in polishing history.

Given our incomplete understanding of some of these effects, it is difficult to give a

quantitative estimate of our systematic error. For Ge detectors, the inaccuracies in detector

mass and the systematic bias of the fiducial volume cut’s efficiency seem to roughly cancel;

for Si detectors they add, suggesting that our exposure numbers may be conservative by

O(10%) for Si. Other effects of internal multiple-scatter events are not well quantified.

Altogether, an estimated systematic error of O(10%) on the determination of the WIMP-

search exposure seems plausible. Further simulation work is needed to characterize these

effects more accurately.
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Chapter 7

WIMP Search Results

This chapter presents the results of the blind analysis described in the previous

Chapter, beginning with a discussion of the expected non-WIMP background rate and cul-

minating in new limits on the rate of WIMP-nucleon elastic scattering. Strictly speaking,

the actual scientific result is independent of the expected background: in order to remain

conservatively independent of any uncertainties in the background model, the WIMP-search

analysis is performed without background subtraction. Nonetheless, the background esti-

mate constitutes a critical evaluation of the performance of this analysis and of the experi-

ment’s likely performance in future, longer data runs.

7.1 Nuclear recoil background

Non-WIMP nuclear recoils are the most dangerous background to an event-by-

event search for WIMP dark matter, as they cannot be distinguished from WIMPs indi-

vidually. Such nuclear recoils arise from three major sources: neutrons from cosmic ray

interactions, neutrons from radioactive decay, and heavy nuclei recoiling from alpha decays

near the detectors. The CDMS installation (described in Chapter 4 is designed to protect

the detectors from all three. This section summarizes the expected rate from each of these

three sources during the current data run. For further details on simulations of the neutron

background, I refer the reader to several CDMS dissertations [199, 200, 201] and to CDMS

internal documentation [202].
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7.1.1 Cosmogenic neutrons

Neutrons at MeV energies can produce keV nuclear recoils in our detectors which

may be mistaken for WIMP interactions. The primary source for such neutrons, both above

and below ground, is the interaction of energetic cosmic-ray-induced muons. Such muons

can generate neutrons through spallation (muon-induced nuclear disintegration) or through

various secondary processes within their consequent hadronic and electromagnetic showers.

Since these muons are too penetrating to be stopped by practical amounts of detector

shielding, the primary defense against cosmogenic neutrons is experimental depth. At a

depth of 2090 meters water equivalent, CDMS II’s location at the Soudan Underground

Laboratory reduces its incident muon flux by a factor of ∼ 5 × 104 with respect to the

surface value. Nonetheless, the remaining cosmic ray flux (∼ 1 muon per minute in the

CDMS veto shield) produces a lingering neutron background which must be evaluated.

Large Monte Carlo simulations are used to model the complexities of neutron pro-

duction and propagation throughout the cavern rock and the CDMS shield. A series of

such simulations were performed for this run using two major software packages for the

propagation of particles through matter: GEANT 4 [203, 204] and FLUKA [205, 206], the

latter mated to a modified version of MCNPX [207] to model low-energy neutron scatter-

ing. The GEANT 4 and FLUKA simulations were carried out by Angela Reisetter and

Raul Hennings-Yeomans [201], respectively. Initial runs of the two simulation codes used

slightly different initial conditions and different criteria for event identification, but the final

simulations described here standardized upon a common set of inputs and definitions.

Both simulations began with an initial sample of muon energies and incidence an-

gles appropriate to the Soudan depth, equivalent to 6.34 live years of exposure underground.

This sample was generated using the MUSIC simulation package [208], based upon the geol-

ogy and geometry of the rock overburden and observations of the muon angular distribution

in the mine. The main simulation codes propagated these muons through a 10m-thick shell

of rock surrounding the CDMS cavern to produce a series of particle showers, recording a

snapshot of the particles which entered the cavern from each incident muon. These showers

were then thrown at a simulation of the CDMS installation (detectors, shield, and veto

counter) 20 times using different random number seeds, producing the equivalent of 126.8

live years of exposure.

The vast majority of cosmogenic nuclear recoils in this simulation are accompanied
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by energy deposits in another active element of the CDMS apparatus (another ZIP or the

veto counter), and so would not be identified as WIMP candidates. Some nuclear recoils

will not be identified as such because they are coincident with significant electromagnetic

energy in the same detector. Of those nuclear recoils which are identifiable, most are part

of events which deposit energy in other detectors and so fail the multiplicity cut. Finally,

the veto counter tags ∼ 98.8% of all events containing an identifiable nuclear recoil.

Table 7.1 lists the observed event counts from the GEANT 4 simulation; the

FLUKA simulation gave consistent results (not listed). We can verify the simulation’s

performance by testing its predictions of veto-coincident neutrons against experimental

data. To maximize the sensitivity to multiple-scatter events, these studies are performed

with slightly loosened quality cuts and no application of the timing cut. Scaling down

the counts from the Table, the model predicts 0.5 (1.4) veto-coincident neutron singles per

kg-year of Ge (Si) exposure, or a total of 0.4 in the current exposure. No such events are

observed, in accordance with these expectations. The simulation also predicts 2.3 (7.9)

nuclear recoils within multiple-scatter events, or a total of 1.8 in the current exposure.

We observe 5 apparent nuclear recoils within veto-coincident multiple-scatter events, but

estimate that ∼ 2 could be due to surface events leaking into the nuclear recoil band. Again,

the observations are consistent with the simulation.

With our confidence in the simulation thus supported, we can estimate the ex-

pected cosmogenic neutron background to the present WIMP search. The parenthesized

numbers in the last column of Table 7.1 represent the true WIMP candidates observed in

the simulation: single nuclear recoils not coincident with any activity in the veto counter

or in the other detectors. Scaling down these numbers and including appropriate Poisson

errors, we expect (1.7 ± 1.7) × 10−3 ((4.3 ± 1.8) × 10−2) candidate events per kg-year of

Ge (Si) exposure. This represents (5.5± 5.5)× 10−4 ((6.3± 2.6)× 10−3) expected neutron

background events in the present data analysis. Even assigning conservative systematic

errors of ∼ 100% to these rates, the cosmogenic neutron background should be essentially

negligible for the current run.

It is worth noting that this cosmogenic background rate is substantially lower than

that found by most previous simulations of neutron backgrounds underground. Mei and

Hime [209] have argued for a background level of ∼ 0.5 candidates/kg-year for the CDMS

II facility at Soudan, for example, similar to the 0.9± 0.4 candidates/kg-year computed in

Sharmila Kamat’s dissertation [200]. These studies were based upon somewhat different
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Table 7.1: Counts of identifiable nuclear recoils (NRs) from the 126.8-year GEANT 4 sim-
ulation of the CDMS II neutron background. In events containing multiple NRs, each
individual recoil contributes to the count. Parenthesized numbers in the last column are
events not tagged by the veto counter. Numbers from an internal note by Angela Reisetter.

NRs in multiple- NRs in other
NRs NR events multiples Single NRs

Ge 1700 675 728 297 (1)
Si 1295 542 561 192 (6)

assumptions about the muon flux at depth, and did not account for the full effects of

coincident electromagnetic energy: many cosmogenic neutrons which would otherwise be

WIMP candidates may be tagged by shower energy deposited in the veto counter or in other

detectors. Based on these new simulations, cosmogenic neutrons should not be a significant

background at Soudan until we reach much larger exposures. An array of 42 detectors

totaling 25 kg of Ge would begin to see cosmogenic neutrons at an exposure of order ∼ 100

kg-years, corresponding to WIMP sensitivities near 10−46 cm2. With a well-designed shield

and a partitioned detector, an extremely sensitive WIMP-detection experiment may thus

be operated at a relatively shallow depth.

7.1.2 Radiogenic neutrons

Radioactive processes in and around the CDMS installation can also generate MeV

neutrons, primarily through (αn) reactions and spontaneous fission. The uranium and

thorium decay chains are the dominant alpha sources in natural rock and in many refined

materials. Uranium is also the dominant source of neutrons from spontaneous fission, while

the fission rate of thorium is essentially negligible. The expected rate of radiogenic neutrons

thus depends upon the contamination levels of various materials in and around the icebox,

as well as geometric factors concerning the rate at which radiogenic neutrons reach the

detectors.

Table 7.2 lists the uranium and thorium contamination levels we assume for mate-

rials within the outer polyethylene shield. Radiogenic neutrons generated outside the outer

polyethylene shield are moderated enough not to pose a significant danger, while the detec-

tors substrates themselves are pure enough (� 1 ppt U/Th) to contribute negligibly. These

concentrations are chosen to lie on the conservative side of gamma-counting measurements

at the Oroville counting facility and elsewhere. Note that the extrapolation from gamma
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rates to contamination levels often involves assumptions of secular equilibrium among the

various elements and isotopes in a decay chain. Chemical and physical processes during the

smelting process probably violate these assumptions, introducing a substantial systematic

error. Our collaboration has not attempted to quantify this error, and until more infor-

mation is available I conservatively assume ∼ 100% systematic error bars on the resulting

neutron rates.

Table 7.2: U/Th contamination levels assumed in radiogenic neutron simulations. All
concentrations are reported by mass: 1 ppb = 10−9 g/g.

Component U conc. (ppb) Th conc. (ppb) Mass (kg)
Cu cold hardware 0.2 1 14.95

Cu icebox cans 0.0797 0.299 260
Inner polyethylene 0.12 0.12 120
Inner (ancient) Pb < 0.05 < 0.05 1917

Outer Pb < 0.05 < 0.05 12190

The figures for lead contamination in Table 7.2 bear special mention, as they have

a substantial bearing on our background from spontaneous fission. The Table lists an upper

limit of 50 ppt on uranium and thorium based upon null observations from gamma counts of

our lead at the Oroville counting facility. We believe this upper limit to be very conservative:

the EXO collaboration has set limits of < 10 ppt U/Th in lead from the same sources [210].

Michael Tarka has performed a Monte Carlo simulation of neutron production

from (αn) and spontaneous fission processes in the copper cold hardware, the copper icebox

cans, and the inner polyethylene shield. Neutron rates and spectra were generated using

the SOURCES4A simulation package [211], scaled by the contamination levels and masses

in Table 7.2, and propagated through a GEANT 4 simulation of the 5-Tower geometry.

Xinjie Qiu has simulated the contribution of fission neutrons from the Pb shield;

(αn) processes are less significant in lead due to the absence of light target nuclei for the

alpha to disintegrate. This simulation was carried out entirely within GEANT 4: neutrons

were generated from an imaginary 252Cf source interspersed throughout the Pb shield (under

the assumption that the Cf and U neutron spectra are similar) and propagated through

the 5-Tower geometry. The resulting rate was normalized by the masses and assumed

contamination levels of Table 7.2, the 238U decay rate (1 mBq/kg for 81 ppt U [151]), and

the branching ratio for spontaneous fission of 238U (5.45 × 10−7). This simulation did not

separately tag the numbers of recoils in Ge and Si, but the ratio of Ge and Si event rates

per detector is extrapolated from a previous simulation of the 2-Tower geometry.
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Table 7.3: Expected rates of single-scatter, 10-100 keV nuclear recoils in the detectors
from radioactive contamination within the various icebox components, based upon the
contamination levels from Table 7.2. All statistical errors are negligible due to the large
simulation sizes.

Component Ge rate (n/kg-yr) Si rate (n/kg-yr) Ge 123/4 (n) Si 123/4 (n)
Cu cold hardware 9.06× 10−3 2.59× 10−2

Cu icebox cans 1.83× 10−2 4.76× 10−2

Inner polyethylene 5.02× 10−3 1.30× 10−2

Total Cu/poly 3.2× 10−2 8.7× 10−2 1.1× 10−2 1.8× 10−2

Inner (ancient) Pb < 8.0× 10−3 < 6.3× 10−2

Outer Pb < 2.1× 10−2 < 1.6× 10−1

Total Pb < 3× 10−2 < 2× 10−1 < 1× 10−2 < 5× 10−2

Table 7.3 summarizes the expected rates of single-scatter nuclear recoils within

the 10-100 keV energy range due to these various radiogenic sources. The right columns

show the expected number of radiogenic background events in the current CDMS run. Even

adding in ∼ 100% systematic uncertainties, we can be confident of having < 0.04 (< 0.1)

radiogenic neutrons in Ge (Si) during the current run. Additional Monte Carlo work and

counting measurements are underway to improve this model for future data runs at Soudan.

7.1.3 α-induced nuclear recoils

When an atom emits an α-particle, the remaining nucleus recoils in the opposite

direction with a kinetic energy of EN ' 4
AQ, where A is the atomic mass of the initial

nucleus and Q is the mass difference between the decay products and the original nucleus.

In principle, such an event could appear as a WIMP candidate if this recoiling nucleus

deposits its energy within a ZIP detector while the α-particle escapes detection. This

process is essentially only possible for α-emitting surface contaminants, since both heavy

nuclei and α-particles have extremely short penetration depths through matter (∼ 0.1µm

and ∼ 10µm, respectively). The primary such contaminant is 210Po, a radon daughter with

Q = 5.41 MeV that yields a recoiling 206Pb nucleus with a kinetic energy of 103 keV.

The ionization yield of such a recoiling nucleus is suppressed below that of a

standard nuclear recoil by three distinct effects. A Pb nucleus is much heavier than a Ge or

Si nucleus, making it even less ionizing (dEdx e ∝ v ∝
√
E/M) than a lattice recoil of similar

energy. This gives the heavy ion recoil a lower ionization yield than that of a standard

WIMP- or neutron-induced recoil. The recoiling nucleus is also a very-near-surface event,
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which further suppresses its ionization yield. Finally, a Pb nucleus originating within a few

nm of the detector surface or incident from a decay on a neighboring surface (detector or

copper housing) deposits much all of its energy in the 40nm amorphous Si layer, from which

no ionization is expected to escape. All told, the ionization yield of an α-induced Pb recoil

is often low enough to fall below the ionization threshold.

No quantitative estimate of the background contribution from this process was

made for this first 5-Tower analysis, but there is good reason to believe that this is not

a limiting background within the signal region. Pb recoils visible in coincidence with α-

decays are generally found at recoil energies of a few tens of keV and extremely low ionization

yields, usually low enough to fail the ionization threshold cut. It is also relatively rare for

such an event to pass the multiplicity cut: a particle leaving a detector surface which faces

a neighboring detector (i.e. not in the outer surfaces of the Z1 or Z6 positions) within

the inner electrode region has an ∼ 84% chance to hit that neighboring detector. This

naturally does not hold for particles leaving the outward faces of Z1 or Z6 detectors, so this

background may be more significant in these cases.

7.2 Surface event background

Near-surface electron recoils suffer from suppressed ionization yield, as described

in Section 3.5, and we expect our timing cut to misclassify some fraction of these surface

events as nuclear recoils. These classification errors constitute the major background to

this WIMP search. Though the misclassification rate for 133Ba calibration data was studied

during the definition of the timing cut (Section 6.5.5), systematic differences between the

calibration and WIMP-search samples – notably in face distribution and energy spectrum

– affect this rate significantly. In order to be conservative, this analysis bases its surface

event background estimate upon minimally-biased samples of surface events chosen from

the WIMP-search data sets.

7.2.1 Sources of surface events

Surface electron recoils can originate from several sources:

1. β-particles (electrons) from β-emitters contaminating the detector and icebox surfaces,

notably 210Pb (a radon daughter) and 40K.
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2. Electrons ejected from neighboring material by photons through the photoelectric

effect.

3. Photon interactions which deposit most of their energy within a few microns of a

detector surface. Such events can arise from low-energy X-rays with short ranges in

Ge or from Compton scattering of higher-energy photons.

The latter two processes scale with the photon background rate in the vicinity of the de-

tectors, while the former depends upon the preparation and handling of our detector and

cold hardware surfaces. All of these event categories are expected to be present in the

WIMP-search data upon which our leakage estimate is based, and so are incorporated into

that single estimate.

Recent work has shown that the dominant sources of single-scatter surface events

at Soudan are 210Pb decay and photon-induced backgrounds. Figure 7.1(a) illustrates the

primary evidence for 210Pb contamination: a broad ∼ 45-keV peak in the summed energies

of double-scatter events which register low-yield hits in two nearest-neighbor detectors.

A 210Pb nucleus decaying on a detector surface releases ∼ 46.5 keV of X-rays, internal-

conversion electrons, and Auger electrons; if this surface faces another detector, this energy

should be shared among the two ZIPs. The observed peak is roughly consistent with our

expectations for this process. A population of low-yield α-particles is also visible near 5

MeV in Figure 7.1(b), consistent with those from the decay of the daughter nucleus 210Po.

These two processes should occur at the same rate, up to the effects of geometry and cut

acceptance, and Figure 7.2 shows that they are indeed strongly correlated. Based upon a

multi-parameter contamination model fitted to the observed event rates in Runs 119 and

123, these data are consistent with approximately equal contributions from 210Pb and from

photon-induced backgrounds. It is noteworth that Towers 3-5 have significantly lower fitted

contaminations, consistent with improved radon abatement during fabrication and testing.

7.2.2 Estimation framework

An estimate of the surface event background of this data analysis presents several

challenges. We have no model of the detector’s response at the level of accuracy needed

to characterize timing cut leakage, particularly given the significant variation in timing

response among detectors. This means that we cannot make full use of the our plentiful
133Ba calibration data when determining the performance of our timing cut, since we cannot
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Figure 7.1: Signatures of 210Pb contamination in Soudan WIMP-search data. (a) Histogram
of the summed energies of surface-event/surface-event coincidences between neighboring
detectors, showing a broad peak consistent with 210Pb contamination. (b) Scatter plot of
phonon and ionization energies for T4Z4, illustrating a population of ∼ 5 MeV α-particles.
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Figure 7.2: Correlation between the event rates of surface-event/surface event double scat-
ters within the 45-keV peak (cf. Figure 7.1(a)) and α-particles (cf. Figures 7.1(b)) during
Run 123. The overlaid line is the best-fit contamination model based on Run 119 and Run
123 data.
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account for the systematic differences between this sample and the WIMP-search data

reliably. We must instead base our estimate upon observed event counts from the WIMP-

search data set, which has much poorer statistics. Worse yet, in order to achieve sufficient

rejection power we must set our cut far our in the tail of the surface event distribution

where statistics are very poor and empirical fits are unreliable. Finally, we must account

for the systematic differences in performance between endcap detectors – those in the Z1 or

Z6 position, with a face that does not point toward another detector – and those interior

to a Tower; the outwardly-directed face of an endcap detector will observe many more

single-scatter events than an interior detector surface.

The surface event background estimate used in this analysis is a conservative

response to these challenges, based solely upon events observed outside the signal region in

the WIMP-search data set. This Section describes the model used in the estimate, while

the statistical technique is described in Appendix C.

Terminology

In developing the surface event leakage model, I consider several classes of events

in and around the WIMP-search signal region. I list the most important of these classes

below for later reference, as well as the symbols I use to identify the associated event counts.

Quantities identified by uppercase (lowercase) letters represent numbers of surface events

failing (passing) the timing cut. The subscript i is an index that identifies the detector.

1. Single-scatter events within the nuclear recoil band (ni, Ni): These represent

events within the signal region, concealed by the blinding mask until all event-selection

cuts are defined. We seek to estimate 〈n〉 =
∑

i〈ni〉, the expected number of surface

events within the WIMP-search signal region.

2. Multiple-scatter events within the nuclear recoil band (bi, Bi): This pop-

ulation should be very similar the single-scatter population above, up to possible

systematic differences between single- and multiple-scatter events.

3. Multiple-scatter events outside the nuclear recoil band (mi,Mi): This popu-

lation has higher statistics than the last, but is less similar to the actual background

event population (ni) due to differences in ionization yield, energy spectrum, and

multiplicity.
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4. Single-scatter events outside the nuclear recoil band (si, Si): This sample may

suffer from yield- and energy-related systematics, but not from multiplicity-related

ones. This analysis employs this sample only for the endcap detectors, for which

multiple-scatter events do not represent single-scatter events well.

I also refer to surface events which are known to occur on one or the other of the

two detector faces. I assign an event to the phonon (charge) face if it is part of a multiple-

scatter event with its nearest neighbor detector with lower (higher) detector number. This

method does not identify the faces of all surface events, and in particular cannot identify

the face of single-scatter events or events on outwardly-directed faces. A surface event in

T1Z5 that also deposits energy in T1Z4 is assigned to T1Z5’s phonon face, for example,

while an event depositing energy in neither T1Z4 nor T1Z6 (or in both) is not assigned to

either face. Where necessary, I will add subscripts P and Q to the quantities in the list

above to indicate events from these categories tagged as occurring on the phonon-sensor or

charge-sensor face of a detector, respectively.

Basic model

The expected total number 〈n〉 of single-scatter surface events in the nuclear recoil

band passing the timing cut is a sum of contributions from individual detectors:

〈n〉 =
∑
i

〈ni〉 =
∑
i

〈Ni〉ri. (7.1)

In this expression, the sum is over all good detectors of a given substrate type (Ge or Si),

labeled by an index i. ri is the expected ratio of events passing the timing cut to those

failing, estimated from a separate event sample. In other words, in order to estimate the

total number of single-scatter surface events within the nuclear recoil band passing the

timing cut, we estimate the number of such events failing the timing cut and multiply by a

pass/fail ratio.

A few comments on Equation 7.1 are in order. By using the number Ni of events

failing the timing cut on the right-hand side, rather than the total number of events before

the timing cut (i.e. Ni + ni), we render the estimate statistically independent of the actual

number of WIMP candidates. Note also that we allow ri to vary between detectors – that

is, we do not assume that all detectors show the same timing cut performance. This choice

carries a statistical penalty but avoids systematic biases. Finally, note that the use of



202

expectation values in this expression reflects the fact that the expected surface event leakage

depends upon the expected event rates. The observed counts have Poisson noise on top of

this “true” value, a distinction that is important when computing errors on our estimate.

The primary challenge comes in selecting a sample of surface events from which

to estimate ri. This sample should represent the population of background events – single-

scatter surface events within the nuclear recoil band – with minimal bias. In the current

analysis we base our estimate on three such samples chosen from the masked WIMP search

data: multiple-scatter events within the nuclear recoil band (bi, Bi), multiple-scatter events

outside the nuclear recoil band (mi,Mi), and single-scatter events outside the nuclear recoil

band (si, Si). The techniques used to estimate ri for interior and endcap detectors are

described separately in Sections 7.2.3 and 7.2.4.

Statistical technique

With a leakage model in place, we are left with a statistical problem: how to

compute the expected total leakage and associated error bar. The error bar is the primary

challenge here: no events pass the timing cut on most detectors, calling into question

the application of many classical statistical techniques based on asymptotic assumptions

(e.g. profile likelihood intervals [212]). This framework also contains numerous nuisance

parameters (e.g. the ri’s, which are not themselves of interest) and correlations among the

estimates for the various detectors, all of which complicate a classical computation.

In order to account for these nuisance parameters and correlations in a straight-

forward manner, I pursue a Bayesian estimate of the expected background. This estimate

is based upon a Monte Carlo simulation, thrown in accordance with the observed event

counts and a choice of prior distributions. We take the median of the total leakage from the

simulated ensemble as our parameter estimate, and its [15.87%, 84.13%] percentile interval

as our 68% credibility interval. I choose the Bayesian prior to ensure good classical prop-

erties for the resulting estimator, approximately minimizing its bias and ensuring adequate

coverage. The sections that follow list the estimators use for the ri’s and the resulting

estimates. Details of the statistical technique are relegated to Appendix C.
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7.2.3 Interior Ge detectors

We use two distinct techniques to measure the pass/fail ratios ri for each Ge

detector interior to a Tower. The final estimate of each ri is a statistical combination of

r
(1)
i and r

(2)
i , made using a Bayesian technique described Appendix C.

First estimate

The simplest estimate of the background for each interior detector uses the multiple-

scatter events within the nuclear recoil band to measure the pass/fail ratios ri from Equation

7.1:

r
(1)
i =

〈bi〉
〈Bi〉

. (7.2)

These events should have the same ionization yield and face distribution as events within

the signal region, so the bias of this estimate should be minimal. The Achilles’ heel of this

method is its low statistics: Bi is of order ∼ 30 and bi = 0 for most interior detectors.

Equation 7.2 thus gives little bias but large statistical errors.

To estimate a systematic error upon this estimate, I consider contributions from

two effects. The first is from bias or undercoverage of the estimator itself. These classical

characteristics are not strong concerns in most Bayesian work, but they provide a useful

benchmark when we have little prior information. As described in Appendix C, I assign a

systematic error of ±0.05 to account for the likely range of variation in bias and undercov-

erage. I also consider the contribution of possible variations in timing performance between

the WIMP-search single- and multiple-scatter events. Observed event counts outside the

nuclear recoil band give weak evidence that the timing cut may actually pass somewhat

fewer single-scatter surface events than multiple-scatter surface events (0.39± 0.40% versus

1.08 ± 0.36%), which would lead this technique to overestimate the expected leakage. I

assign a 10% systematic error to the expected leakage due to this effect, since even this

weak evidence makes it unlikely that the timing cut could be much more permissive for

single-scatter events.

All told, this technique predicts a total surface event background across the 12

interior detectors of

〈n̂(1)
int Ge〉 = 0.59+0.54

−0.30(stat.)± 0.10(syst.) events. (7.3)
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The estimate is essentially identical to that obtained with asymptotic approximations to

classical techniques.

Second estimate

To improve our statistics, we can also consider the timing cut performance of

multiple-scatter events outside of the nuclear recoil band. These events differ from their

counterparts in the nuclear recoil band, however, in two ways we must correct for:

1. Events outside the nuclear recoil band are partitioned differently between the two

detector faces. In Ge ZIPs, charge-face events have higher ionization yields and slower

timing than phonon-face events, so this higher-yield sample will pass the timing cut

more often than our true background sample will.

2. There may also be additional systematic biases not accounted for by face distribu-

tion. Bruno Serfass has shown that such differences do exist, primarily as a result of

variations of energy spectrum with yield.

To correct for these two systematic biases, we use a somewhat more complex

expression for ri:

r
(2)
i = Φir

(2)
Pi + (1− Φi)r

(2)
Qi

= Φi

(
αP
〈mPi〉
〈MPi〉

)
+ (1− Φi)

(
αQ
〈mQi〉
〈MQi〉

)
. (7.4)

To account for the difference in face distribution, we compute separate pass/fail ratios

r
(2)
P/Qi for the two detector faces, based upon face-tagged multiple-scatter events outside the

nuclear recoil band. The effective pass/fail ratio for all events is a weighted sum of these

two quantities, weighted according to the fraction Φi ≡ 〈NPi〉/(〈NPi〉 + 〈NQi〉) of events

within the nuclear recoil band which occur on the phonon face. The correction factors

αP and αQ account for any remaining differences in timing performance between surface

events within and outside the nuclear recoil band. These correction factors are defined by

αPi ≡ 〈nPi〉/〈NPi〉
〈mPi〉/〈MPi〉 .

Due to blindness constraints and very limited statistics, these new quantities Φi

and αP,Qi cannot be computed directly as described above. To compute Φi, we assume that

multiple-scatter events within the nuclear recoil band have the same face distribution as
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their single-scatter brethren, allowing us to compute

Φi ≡
〈NPi〉

〈NPi〉+ 〈NQi〉
' 〈BPi〉
〈BPi〉+ 〈BQi〉

. (7.5)

For the correction factors, even the replacements n → b, N → B do not provide sufficient

statistics to compute these quantities for individual detectors. Instead, on the assumption

that event energy spectra do not vary much between detectors, I compute common values for

all ZIPs of the same substrate material by summing the statistics using a slightly-loosened

version of the timing cut (quantities with tildes below):

αP,Q =

(∑
i b̃P,Qi∑
i B̃P,Qi

)/(∑
i m̃P,Qi∑
i M̃P,Qi

)
. (7.6)

To compensate for this assumption I impose a large systematic error, equal in size to the

large statistical error. For the good interior Ge detectors, the correction factors are then:

rP = 0.39+0.34
−0.20(stat.)+0.34

−0.20(syst.) (7.7)

rQ = 1.46+0.64
−0.46(stat.)+0.64

−0.46(syst.) (7.8)

This method gives a somewhat lower estimate of the expected leakage, with better

statistics but larger systematic errors:

〈n̂(2)
int Ge〉 = 0.23+0.20

−0.11(stat.)+0.15
−0.10(syst.) events. (7.9)

The systematic error above contains all contributions from the first estimate, as well as the

systematic errors on αP,Q given above.

Combined estimate

The two estimates above cannot be combined naively, since the presence of the

Ni in both introduces correlations among them. These correlations are accounted for by

computing both estimates jointly as part of a single Monte Carlo simulation, as described

in Section C.5. Combining these two and accounting for the systematic errors listed above

(some correlated between the two estimates), we obtain a total estimate for the interior Ge

detectors of

〈n̂int Ge〉 = 0.26+0.18
−0.11(stat.)+0.11

−0.10(syst.) events. (7.10)
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7.2.4 Endcap Ge detectors

The endcap detectors present a further complication problem to the leakage es-

timate, since single- and multiple-scatter events are distributed differently across the two

detector faces. Our only sample of surface events on the exterior face (i.e. the phonon face

of a Z1 detector or the charge face of a Z6 detector) are single-scatter events outside the

nuclear recoil band, but we cannot determine upon which face these single-scatter events

occur.

I follow the general format of Equation 7.4, writing r as a sum of contributions

from the two faces, weighted by the inferred division between the two faces within the

nuclear recoil band (ΦZ1 or ΦZ6). We use multiples within the nuclear recoil band for the

interior (charge) face’s contribution, as in Equation 7.2. The vast majority of single-scatter

Ge events occur on the exterior (phonon) face, and so we expect that the pass/fail ratio of

these events is slightly higher than that of a pure sample of phonon-face events. We can

conservatively take the phonon-face pass/fail ratio to be that of the single-scatter events,

giving the following expression for Z1 detectors:

r
(Z1)
i = ΦZ1

(
αP
〈si〉
〈Si〉

)
+ (1− ΦZ1)

〈bQi〉
〈BQi〉

. (7.11)

We do much the same for Z6 detectors, now inferring the exterior (charge) face performance

from the singles. For the exterior face, we assign a fraction φZ6 of failing singles to the

phonon face, where φ is the analogue of Φ for events outside the nuclear recoil band. To

be conservative, I assume that all single-scatter events passing the timing cut are on the

exterior face:

r
(Z6)
i = ΦZ6

〈bPi〉
〈BPi〉

+ (1− ΦZ6)
(
αQ

〈si〉
(1− φZ6)〈Si〉

)
. (7.12)

Equations 7.11 and 7.12 contain new quantities ΦZ1,Z6 and φZ1,Z6 which describe

the face distribution of single-scatter surface events on the endcap detectors. To infer these

values, I assume that endcap detectors have the same intrinsic distribution of events across

the two faces but that all events on the outward face are classified as single-scatters. More

explicitly, we define

• Σ ≡ 〈Ni〉〈Bi〉 , the ratio of single- to multiple-scatter events within the nuclear recoil band,

and

• Γ ≡ 〈BPi〉+〈BQi〉〈Bi〉 , the fraction of events tagged as nearest-neighbor multiple-scatters,
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and use mean values of Σ and Φ for all interior Ge detectors. With these expressions (and

analogous ones for φ, σ, and γ with B →M), we obtain

ΦZ1 =
Φ(Σ + Γ)
Σ + ΓΦ

= 0.94± 0.01(stat.)± 0.04(syst.) (7.13)

ΦZ6 =
ΣΦ

Σ + Γ(1− Φ)
= 0.59± 0.04(stat.)± 0.14(syst.) (7.14)

φZ6 =
σφ

σ + γ(1− φ)
= 0.49± 0.02(stat.)± 0.14(syst.). (7.15)

I assign large systematic errors based loosely upon the spread in values of Φ and Σ among

the interior detectors.

Based on the observed event counts, these expressions give the following expected

background from the three good Ge endcap detectors (T5Z1, T3Z6, T4Z6):

〈n̂endcap Ge〉 = 0.29+0.41
−0.20(stat.)+0.3

−0.1(syst.) events. (7.16)

Note that this background value is almost solely due to the contribution of T4Z6, with

s24 = 2.

Total Ge surface event background

The leakage estimates for the interior and endcap detectors can be combined by

using a single Monte Carlo to compute both at once, thus properly accounting for all

correlations between them. Combining statistical and systematic errors (with care not to

count any systematic error twice), we obtain the following estimate of the total surface

event background:

〈n̂Ge〉 = 0.59+0.49
−0.27(stat.)+0.32

−0.15(syst.). (7.17)

7.2.5 Si detectors

The same methods may also be applied to estimate the surface event background

on the Si detectors. Due to the relatively poor timing performance of T2Z1 and T4Z1

(especially the former), at the time of this writing the collaboration has only proceeded

with the unblinding of the six interior Si detectors: T1Z4, T2Z2, T2Z4, T3Z3, T4Z2, and

T5Z3. I discuss the leakage estimate for these below, following the methods of Section 7.2.3.
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First method

Just as for the internal Ge detectors, the simplest background estimate for the

internal Si detectors comes from multiple-scatter events within the nuclear recoil band.

Following Equation 7.2 and incorporating similar systematic error contributions, we obtain

a leakage estimate of

〈n̂(1)
int Si〉 = 1.08+0.93

−0.56(stat.)± 0.12(syst.) events. (7.18)

Second method

In order to proceed with a second estimate using multiple-scatter events outside

the nuclear recoil band, we need an estimate of the factors αP and αQ used in Equation 7.4.

Unfortunately, similar estimates of these quantities for Si detectors suggest values of order

∼ 5− 10 (with very large errors), rather than of order unity. This indicates that multiple-

scatters outside of the nuclear recoil band are not a reliable proxy for events within the

signal region, and thus that Equation 7.4 is not useful. This large discrepancy is likely to

be due to the low energy threshold of the Si detectors: the Si timing cut shows its worst

performance at low energies, but because of the curvature of the cBelowER 123 cut there are

very few events from 7-10 keV satisfying the surface event definition and outside the nuclear

recoil band. We therefore take Equation 7.18 as our surface event background estimate for

the Si detectors:

〈n̂Si〉 = 1.08+0.93
−0.56(stat.)± 0.12(syst.) events.

7.3 Unblinding the WIMP search data

7.3.1 Ge unblinding

The WIMP search data from this analysis were unmasked on the evening of Febru-

ary 5, 2008, for the “good” Ge detectors listed in the previous chapter. Before the final

unmasking, we removed the blinding cut and counted the total number of single-scatter

events failing the timing cut. The resulting event counts are shown in Table 7.4. The

observed total of 97 such events is consistent with expectations of 96 ± 15 events, based

on the inferred ratio of singles/multiples for low-yield Ge events. Note the disproportion-

ate number of singles on the endcap detectors, as expected from the reduced power of the

multiplicity cut for these detectors.
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Table 7.4: Number of events in the unmasked Run 123/124 good Ge and Si detectors failing
the surface event cut but passing all other cuts. These are the Ni values used in the surface
event leakage estimate of Section 7.2.

T1 T2 T3 T4 T5
Z1 30
Z2 9 6 1 4
Z3 5 9 2 10
Z4 7 14 4 3 3
Z5 8 2 0 5 4
Z6 6 13
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Figure 7.3: Ionization yield versus recoil energy in all Ge detectors included in this analysis
for events passing all cuts except (left) and including (right) the timing and yield cuts. The
data are overlaid with the 2σ bands and energy threshold from T1Z2; note that these are
merely representative – the actual curves vary between detectors.
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Since no obvious anomalies were observed, we unmasked the signal box to complete

the blind analysis. Figure 7.3 overlays the ionization and yield values of all Ge events from

this WIMP-search run before (left) and after (right) applying the timing cut. No candidate

events were observed satisfying all cuts, and so no dark matter signal has been observed in

this exposure.

As a check of our leakage estimate, we can consider in more detail the four events

near the nuclear recoil band passing the timing cut shown in the right pane of Figure 7.3.

• One event occured on T1Z5, an interior detector. Following the methods of Section

7.2, the expected number of surface events in interior detectors passing the timing cut

and outside the nuclear recoil band is 2.1+0.8
−0.6(stat.)+0.3

−0.2(syst.).

• Two events occured on T4Z6, an endcap detector with an open charge face. These

are used as input to the leakage estimate, leading T4Z6 to contribute almost half of

the total expected leakage of this run.

• The last event occured on T5Z1, an endcap detector with an open phonon face. Due to

its intermediate energy and extremely low yield (yic=0.05), this may be a recoiling

Pb nucleus from an α-decay. This population is not expected to be a significant

background in the nuclear recoil band during this run.

This set of events is thus consistent with our model of the surface event background rate,

though not in an especially strong sense – two of the four are inputs to the model, while

one is outside of the model’s scope.

7.3.2 Si unblinding

The Si detectors were not unmasked at the time of the Ge unblinding due to their

higher expected background from surface events. In the interests of preparing a prompt

report of the stronger Ge result, the Si detectors were left masked for later analysis.

We revisited the Si detectors in November, 2008. The endcap detectors T2Z1 and

T4Z1 were discarded from further study due to poor timing cut performance (for T2Z1 alone,

9 low-energy surface events outside the signal region passed the timing cut) and difficulties

with the leakage estimate. Xinjie Qiu attempted to tighten the timing cut slightly on the

remaining detectors to lower the background rate, but found that poor statistics in the beta
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calibration rendered this difficult. In the end, the collaboration decided to accept the higher

expected leakage and proceed to unblind the six interior Si detectors.
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Figure 7.4: Ionization yield versus recoil energy in all Si detectors included in this analysis
for events passing all cuts except (left) and including (right) the timing and yield cuts. The
data are overlaid with the 2σ bands and energy threshold from T2Z4; note that these are
merely representative – the actual curves vary between detectors.

The Si detectors were unmasked on December 3, 2008. Figure 7.4 shows the

distribution of event energies and yields before and after the timing cut. Once again, no

candidate events were observed passing all cuts.

7.4 Limits on WIMP-nucleon interactions

These null results set upper limits on the rate of WIMP-nucleus elastic scattering,

and thus on the properties of WIMPs. Below I interpret these results as limits on the WIMP-

nucleon spin-independent and spin-dependent scattering cross sections as functions of the

WIMP mass. For easy comparison with other experiments, I follow the framework described

by Lewin and Smith [143] and assume the “standard” halo model described therein: a

Maxwellian velocity distribution with a characteristic velocity of v0 = 270 km/s and a local

density of ρ0 = 0.3 GeV/c2. When computing the expected recoil spectra I use the Helm

nuclear form factor from that reference for spin-independent scattering and the analogous

spin structure functions from Ressell et al. [147] (Si) and Dimitrov et al. [148] (Ge) for

spin-dependent scattering.

The CDMS limit computations are performed using a custom Matlab package de-
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veloped over the past several years by Richard Schnee, Steve Yellin, and me. The computa-

tion accounts for the experimental live times and the energy-dependent efficiency functions

from Section 6.6, as well as the energies of any observed candidate events. The finite energy

resolution of the experiment is not currently taken into account in these limit computations,

but previous work has shown that this makes no significant difference for WIMP masses

above a few GeV/c2. To be conservative, no background subtraction is attempted – all

candidate events are assumed to be WIMPs for the purposes of setting an upper limit. All

CDMS limits are calculated using Yellin’s optimum interval method [213, 214], a statistical

technique for setting an upper limit upon the normalization of a signal of known spectrum

amidst an unknown background. The optimum interval method generally sets a stronger

limit than that from Poisson statistics in the presence of candidate events, but reduces

to the usual Poisson-statistics limit in the zero-background case. Note that the optimum

interval method sets one-sided limits, and so cannot be used to detect a signal. Future

analyses using more detailed models of surface event backgrounds should allow the use of

a Feldman-Cousins technique [215] to set two-sided limits, and thus more easily claim a

discovery.

7.4.1 Spin-independent interactions

Figure 7.5 illustrates 90% confidence level upper limits on the spin-independent

WIMP-nucleon scattering cross section from current CDMS data, computed within the

framework described above. The dashed curves give the results of the present data analysis

for the Ge (black) and Si (gray) detectors. Dashed-dotted curves illustrate the combined

upper limits from the previous two Soudan data runs (118 and 119), based upon a recent

reanalysis by R.W. Ogburn [198]. Note that this previous analysis corrected an error in the

exposure calculation for Run 119, but was not background-free: the Ge analysis observed

two events near its energy threshold (5.3 and 7.3 keV), while the Si observed two at inter-

mediate energies (34.9 and 94.1 keV, both in T2Z6), consistent with expected surface event

backgrounds. The solid curves give combined results from the entire CDMS II exposure

at Soudan, a naive combination of the exposures and observed events of the two separate

analyses. The Ge combined result is 3.4× stronger than that of the 118/119 reanalysis

at the minimum of its limit curve. The Si result from the current analysis is 3× stronger

than that of the 118/119 analysis at its minimum, but the naive combined limit is actually
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somewhat weaker than that from the present data set alone. This strange situation is due

to the observed Si events from the 118/119 analysis; we do not believe that these are WIMP

candidates, but we nonetheless follow our usual conservative procedure by assuming that

they are.
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Figure 7.5: Upper limits (90% C.L.) from CDMS II data sets on the spin-independent
WIMP-nucleon cross-section as a function of WIMP mass. The figures shows three curves
each for Ge and Si: the result of a re-analysis [198] of the previous data from Soudan (Runs
118 and 119), the current data set, and the naive combination of the two.

Figure 7.6 compares the combined upper limits from Figure 7.5 against the results

of other leading experiments. The other plotted curves show recent limits from EDELWEISS

I[216] (Ge), WARP [217] (Ar), ZEPLIN III [218] (Xe), and XENON10 [158] (Xe). Note that

considerable uncertainty remains in the scintillation yield of low-energy nuclear recoils in

liquid xenon, and thus in the interpretation of data from liquid xenon detectors; the dotted

line in Figure 7.6 represents the effect of recent measurements of scintillation efficiency

[219, 220] upon the published XENON10 limit. The combined CDMS upper limit is the

strongest yet reported at masses Mχ & 44 GeV/c2.

To put these results in context, Figure 7.6 also indicates three regions of WIMP

parameter space of special theoretical and experimental interest. The largest (dark gray)

filled region indicates the range of parameter space predicted by models in the LEEST (low-

energy effective supersymmetry theory) framework, a broad selection of supersymmetry
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models described by Ellis et al. [221]. This region is representative of the predictions

of relatively unconstrained models; note that the allowed region extends down to σSI ∼
10−48 cm2 (10−3 zb), well below the figure’s lower limit. The green and blue regions

indicate parameter space regions suggested by more constrained CMSSM models, identified

by Roszkowski et al. [157] to be consistent with a variety of experimental results at the

90% and 68% levels, respectively. In both the unconstrained and constrained cases, current

experiments are beginning to probe the most optimistic models of supersymmetry. The light

gray region at higher cross sections is consistent at the 3σ level with the DAMA/LIBRA

annual modulation signal [222], as interpreted within the standard halo model by Savage

et al. [223]. This region is inconsistent with the null results of all other experiments within

this model framework.
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Figure 7.6: Upper limits (90% C.L.) from CDMS II and other leading experiments on the
spin-independent WIMP-nucleon cross-section as a function of WIMP mass. The solid
lines represent the combined limits from CDMS Soudan data. Other curves give recent
results from other leading experiments (references in text). The dotted red curve indicates
the effect of the newest scintillation yield measurements upon the XENON10 limit. Filled
regions represent parameter ranges expected from the DAMA/LIBRA result and from a
broad range of MSSM and CMSSM models.
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7.4.2 Spin-dependent interactions

The two panels of Figure 7.7 interpret the same CDMS data in terms of spin-

dependent interactions, based upon scattering with the relatively rare isotopes 29Si and
73Ge. Following the convention established by Tovey and coauthors [146], I illustrate limits

assuming coupling to neutrons only (ap = 0, left) and to protons only (an = 0, right).

These figures also show the region of CMSSM parameter space for spin-dependent inter-

actions computed by Roszkowski et al. [157] and limits from recent leading experiments.

The CDMS limit is weaker than that from the XENON10 experiment [159] in both cases,

due to the greater abundance of odd-nucleon isotopes (129Xe and 131Xe) in Xe. CDMS and

XENON10 provide the leading constraints on WIMP-neutron scattering, though they have

not yet reached the bounds of CMSSM parameter space. Limits on WIMP-proton scatter-

ing are dominated by dedicated experiments using odd-proton nuclides, notably COUPP

[224] (CF3I) and KIMS [225] (CsI), as well as limits from an indirect search for neutrino

annihilation in the sun using Super-Kamiokande [125].
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Figure 7.7: Upper limits (90% C.L.) on the spin-dependent WIMP-neutron (left) and
WIMP-proton (right) cross-sections as functions of WIMP mass. The solid lines repre-
sent the combined limits from CDMS Soudan data. Other curves give recent results from
other leading experiments (references in text). The dotted red curve indicates the effect
of the newest scintillation yield measurements upon the XENON10 limit. Filled regions
represent parameter ranges expected from the DAMA/LIBRA result and from CMSSM
models.

It is important to note that the two cases plotted in Figure 7.7 are not especially
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realistic. Most WIMP models predict spin-dependent cross sections upon protons and

neutrons to be of similar magnitude, i.e. |ap| ∼ |an|. The relative strengths of the various

experimental constraints vary substantially with ap/an, and in most realistic cases the

XENON10 and Super-Kamiokande data provide comparable constraints. Figure 7.8 gives

a different view upon this parameter space, plotting ap versus an for WIMP mass Mχ =

60 GeV/c2. Each experimental limit appears as an allowed ellipse in this plane, with

an orientation and aspect ratio determined by the spin structure functions of the target

isotopes. The value of experiments with different target isotopes is clear: by combining two

such ellipses at different orientations, we greatly limit the allowed region of parameter space.

Such combinations also limit our sensitivity to the poorly-modeled cancellations which occur

along the long axes of these ellipses. The gray filled regions in this plot indicate the 3σ

best-fit regions consistent with the DAMA/LIBRA result at this mass, as interpreted by

Savage and coauthors [223]. Note that the combination of current constraints from direct

and indirect detection exclude a spin-dependent interpretation of the DAMA/LIBRA signal

for this WIMP mass (and, indeed, for all Mχ & 60 GeV/c2).
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7.4.3 Additional comments

Low WIMP masses

In this analysis, we have only considered WIMP masses Mχ & 10 GeV/c2. This is

a consequence of our choice of detector threshold: in order to produce a 10-keV Ge recoil, a

10-GeV/c2 WIMP must be incident at v & 630 km/s – far out in the tail of the standard halo

model’s velocity distribution. The situation is slightly better for Si: a 10-GeV/c2 WIMP

need only be incident at v & 400 km/s to produce a 7-keV Si recoil. In genereal, however,

our limits at low WIMP masses thus depend strongly upon the poorly-understood tails

of the halo velocity distribution in the solar neighborhood, and so suffer from substantial

systematic errors. For our current choices of target nuclide and threshold, we thus avoid

detailed conclusions about these low WIMP masses.

It is important to note, however, that our current choices of energy threshold are

very conservative. Most of our detectors have recoil energy resolutions of < 1 keV r.m.s.

and ionization or phonon resolutions of < 300 keV r.m.s., so ionization yield discrimination

often remains useful well below 5 keV. The primary limiting factor is our desire for a

zero-background analysis: the phonon timing parameters have poor signal-to-noise at these

low recoil energies, so we cannot reject our beta background while maintaining significant

sensitivity to nuclear recoils. If we relax this requirement, the we can use lower energy

thresholds and set much stronger limits on low-mass WIMPs. Such an analysis can be

carried out with or without background-subtraction, depending upon how much work we

wish to put into our background model. Ray Bunker has carried out such an analysis for

the Run 21 data set at Stanford Underground Facility (paper in preparation), while other

collaborators are currently working on a similar analysis of the Soudan data set.

Model dependence

To conclude this Chapter, it’s useful to briefly review the model assumptions that

go into the interpretation of results from this and similar dark matter searches. These have

become particularly interesting in light of the recent reiteration of the DAMA collaboration’s

claim of an annual modulation signal.

1. WIMP halos: The rate of WIMP recoils is affected by the local WIMP density and

velocity distribution. The local WIMP density affects all direct-detection experiments
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equally, but it does alter comparisons between experiment and theory. The effects of

changes in the velocity distribution are more complex, and can alter the relative

reaches of different experiments.

2. Dark matter interactions: These results assume that dark matter particles scatter

elastically from atomic nuclei. If dark matter consists of particles which interact

primarily electromagnetically (e.g. axions) or through inelastic scattering, it may avoid

detection in this class of experiment. This does not invalidate any of the limits

described above, but it may affect the interpretation of detected signals.

3. Nuclear physics: Uncertainties in nuclear structure have substantial effects upon

the WIMP interaction rate [145]. Changes in the nucleus’s strangeness content or spin

structure affect the comparison between theory and experiment, but generally affect

all experiments equally.

4. Detector physics: The interpretation of these results could also be affected by

unusual detector processes not accounted for in our analysis. A prime example is

ion channeling [226], which may alter the ionization and scintillation yields of nuclear

recoils in crystal detectors [227].
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Chapter 8

Conclusions and future directions

8.1 Status and future of CDMS II

The CDMS II experiment currently sets world-leading limits on WIMP-nucleon

interactions, based upon the two data runs described in this dissertation. CDMS II continues

to collect data, however, and will continue to increase its reach. At the time of this writing,

CDMS is undergoing cryogenic maintenance after its sixth successful data run at Soudan,

Run 128. Figure 8.1 illustrates the progression of total live time thus far. The combined

data set of CDMS II currently exceeds the exposure used in this dissertation by a factor

of three. By its conclusion in early 2009, CDMS II is expected to reach a sensitivity of

∼ 2× 10−44 cm2 (20 zeptobarns) for WIMP masses near 60 GeV/c2.

8.2 Direct detection: a status report

Recent years have seen enormous advances in WIMP direct detection. A field that

was once dominated by cryogenic detectors now hosts several competitive technologies. To

help put CDMS’s result in context, I give a brief rundown below of some recent highlights

of the field.

8.2.1 Solid-state detectors

Solid-state detectors remain leading players in the field due to their excellent energy

resolution and powerful discrimination against electron recoils. CDMS is currently the

leader in this category, but at least three other techniques bear special mention.
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Figure 8.1: Exposure of the CDMS experiment (before cuts) as a function of calendar time.
Each data run is labeled, interspersed with periods of cryogenic maintenance. The horizontal
dotted line indicates the Ge exposure from this analysis before cuts, after removing unused
detectors.

EDELWEISS

The EDELWEISS collaboration employs a technology very similar to that of

CDMS: ionization and phonon detection with Ge detectors. Rather than using TESs to

detect athermal phonons far from equilibrium, however, EDELWEISS has focused on the

use of NTD Ge thermistors to measure the near-equilibrium temperate changes of the en-

tire crystal substrate. The primary discrimination variable is ionization yield, just as it is

for CDMS. Without the extra discrimination power provided by phonon timing, however,

surface event backgrounds have restricted this approach to limits at the ∼ 10−42-cm2 level

[216]. A new cryostat is currently operating for the larger EDELWEISS II experiment.

The EDELWEISS collaboration is also heavily engaged in detector development

work for large-scale Ge detectors. Extending a design developed by our collaboration in

2005 [228], EDELWEISS has recently focused its efforts upon an interleaved charge electrode

design [229]. In this scheme, each detector face is patterned with two interleaved ionization

grids at different voltage biases. The CDMS test device was a 1-cm Si ZIP patterned with

a meandering ground electrode and a single biased electrode (+3V on one face, -3V on the

other) connected to a charge amplifier on each face. Charge carriers within the crystal bulk

drift according to the average field (3V/cm), producing equal and opposite pulses on the

two readout channels. Events near the surface, in contrast, are collected between the ground
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and biased electrodes on that face, produce an asymmetric signal. In this way the ionization

channels alone can be used to identify surface events with great accuracy. This design was

poorly matched to the TES electronics used in our athermal phonon readout, but recent

work [230] has shown that it gives excellent performance when coupled to EDELWEISS’s

thermal phonon readout. Since such detectors have excellent background rejection power

and can be mass-produced with relative ease, they are the now dominant technology for

constructing a ton-scale EDELWEISS installation.

CRESST

The CRESST collaboration also detects the thermal phonon signal from a particle

impact in a cryogenic substrate, but matches it with a measurement of scintillation light

rather than charge. A CRESST detector is a CaWO4 crystal instrumented with two TES

thermometers: one to measure the crystal temperature, the other to measure the tempera-

ture of an associated light-absorbing Si wafer. CRESST has set limits on spin-independent

WIMP-nucleon interactions at the 5× 10−43-cm2 level [231], and is also proceeding with a

larger experimental installation (CRESST II).

CRESST and EDELWEISS have joined the EURECA project, a pan-European

effort to develop a next generation cryogenic WIMP search experiment.

Low-threshold Ge

The recently-renewed claim of an annual modulation signal by the DAMA collab-

oration (Section 8.2.4) has led to new interest in WIMPs of very low mass (0.1 < Mχ < 10

GeV/c2). This region of parameter space represents the only remaining small window of

consistency between the DAMA result and the null results of other experiments within the

standard WIMP framework. Such WIMPs would produce recoils with energies well below

10 keV, where the background-discrimination power of many technologies begins to break

down.

Juan Collar and collaborators have recently proposed the use of ultra-low-noise

germanium detectors for dark matter searches [233]. These authors use a low-capacitance,

point-cointact charge electrode configuration to achieve a zero-energy ionization resolution

of 70 eV r.m.s., 1/3 the level achieved by the higher-capacitance CDMS detectors. These

detectors measure ionization only, and so cannot distinguish between different event types.
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Figure 8.2: Recent limits on spin-independent WIMP-nucleon interactions at low WIMP
masses, taken from [232]. “This work” refers to the first limits from CoGeNT from that
paper. The shaded region represents a low-mass interpretation of the DAMA/NaI annual
modulation signal. The inset shows the observed event spectrum at low energies, overlaid
with the spectra of some reference WIMP candidates described in the original reference.

The first run of the CoGeNT experiment acquired an 8.4-kg-day exposure with such a

detector in a shielded environment within the Chicago water system (330 m.w.e.). The

observed event rate sets strong limits upon the interactions of low-mass WIMPs, sufficient

to exclude one of the last regions of WIMP parameter space consistent with the DAMA

result (excluding possible considerations of ion channeling). CoGeNT plans to scale this

experiment to larger exposures in a new cryostat in the near future to increase its sensitivity.

Other collaborations are also pursuing similar techniques. The TEXONO collab-

oration has also reported limits with 0.34 kg-days of exposure with Ge detectors with a

threshold of 220 eV [234], though some authors have raised concerns about the validity of

this analysis [235]. The CDMS collaboration has also conducted a low-threshold analysis

of its data runs at Stanford, with a publication in preparation.

8.2.2 Noble liquids

The past few years have seen dark matter detectors based on the scintillation of

liquefied noble gases leap to the cutting edge of the field. Such instruments have already

set competitive limits on WIMP dark matter, and they promise easy scalability to large
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detector masses.

Basic principles

Liquid noble detectors are large tanks of liquefied neon, argon, or xenon observed

by photomultiplier tubes (PMTs). Table 8.1 shows some of the properties of noble liquids

relevant to direct detection. Noble liquids are excellent scintillators, with light yields ap-

proaching that of NaI(Tl) and long (> 1m) attenuation lengths for that light. All except

xenon scintillate in the vacuum ultraviolet, necessitating the use of fluorescent wavelength-

shifting absorbers alongside the PMTs. Their relatively high boiling points make the cryo-

genic requirements of a noble liquid detector far simpler than those of an experiment like

CDMS. Their chemical inactivity allows them to be purified to very high levels, though the

Rn continuously released by U/Th contamination in the PMTs remains a challenge. Most

importantly, noble liquid detectors hold the promise of large target masses: for a bigger

detector, just build a bigger tank.

Table 8.1: Some properties of noble liquids relevant to WIMP detection. Numbers taken
from [236, 237].

Density Boiling Yield τ1/τ3 λ Long-Lived
A [g/cm3] Point [K] [ph/keV] [ns] [nm] Radioisotopes

Ne 20 1.2 27.1 15 2.2 / 2900 77 none
Ar 40 1.4 87.3 40 6 / 1590 128 39Ar (∼ 1 Bq/kg)
Kr 84 2.4 120 147 85Kr (∼ 105 Bq/kg)
Xe 131 3.0 165 42 2.2 / 21 175 none

Nuclear and electron recoils in a noble liquid detector can be distinguished in two

distinct ways:

1. Nuclear and electron recoils produce different ionization and scintillation yields in a

noble liquid. The primary scintillation signal may be measured with phototubes. The

charge carriers can be drifted using a high-voltage electrical grid and extracted into

a gas volume, where they cause secondary proportional scintillation. A “dual-phase”

(liquid-gas) detector of this type thus observed two scintillation pulses for each particle

event. The amplitudes of the two light signals identify the energy and recoil type of

each event, while the time delay between them identifies the event’s position along

the drift axis.

2. The pulse shape of the primary scintillation signal is also a useful discriminant between
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electron and nuclear recoils. Each noble liquid has two scintillation time constants (τ1

and τ3 in Table 8.1), corresponding to the de-excitation rates of singlet and triplet ex-

cimer states within the liquid. Nuclear recoils populate the singlet state preferentially,

giving more prompt light in the primary scintillation signal.

A single detector may use both of these discrimination techniques, but there are design

tensions between the two: pulse shape discrimination favors a spherical geometry for optimal

light collection, while charge extraction favors a cylindrical configuration for uniform charge

drift.

Large WIMP detectors have been proposed based upon neon, argon, and xenon.

I touch briefly on the progress of each of these materials below, from heaviest to lightest.

Xenon

Liquid xenon is the most obviously promising of the noble liquid targets. It has

the highest boiling point, the largest light yield, no long-lived radioisotopes, and scintil-

lation light which can be detected using ordinary PMTs without wavelength-shifting. It’s

large atomic mass gives it a large cross section for spin-independent interactions (though

form factor effects can counteract this at high energy thresholds). Its high density allows

for compact detectors and makes for very effective self-shielding: most background events

cannot penetrate more than a few cm into the detector volume. Xenon is not well-suited

to pulse shape discrimination, however, due to its extremely short scintillation times (τ1 =

2.2 ns, τ3 = 21 ns).

The XENON10 collaboration announced its first WIMP-search results in April

2007 [158]. Using a 15-kg dual-phase detector located at Gran Sasso, the collaboration

observed 10 candidate events (consistent with expected backgrounds) in a 136 kg-day ex-

posure. These data set then-world-leading limits on WIMP-nucleon spin-independent cou-

plings [158] and spin-dependent interactions with neutrons [159]. These limits have since

been revised slightly upwards due to improved measurements of the scintillation efficiency

of nuclear recoils in xenon [220, 219].

Several experiments are pushing xenon to yet higher target masses. The 100 kg

XENON100 detector is currently being commissioned at Gran Sasso, scaling up the same

basic design as XENON10. The 300 kg LUX experiment adds an active water shield to aid in

neutron rejection; this instrument is under construction for deployment at the Sanford Un-
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derground Science and Engineering Lab (SUSEL) in South Dakota. In Japan, the XMASS

collaboration is developing an 800 kg single-phase detector, focusing on self-shielding and

good position reconstruction to eliminate backgrounds. Each of these instruments has an

expected sensitivity at or below 1 zeptobarn (10−45 cm2), and designs for yet larger detectors

are well underway.

Argon

Liquid argon combines the excellent light yield of xenon with extremely powerful

pulse shape discrimination, made possible by argon’s enormous difference in singlet and

triplet decay rates [238]. Argon’s lower atomic mass also demands larger detector masses

than for an equivalent xenon detector, but it is also much cheaper than xenon or neon.

Argon’s main drawback is a large intrinsic trigger rate from radioactive 39Ar, demanding

enormous discrimination power (∼ 108 : 1) in a large-scale detector. Argon (like neon) also

scintillates in the vacuum ultraviolet (VUV) band, giving its scintillation light a very short

attenuation length in common gases. PMT readout of an argon target thus requires the

use of a wavelength-shifting fluorescent material to convert this light to longer wavelengths,

which unfortunately reduces light yield and complicates the propagation of light within the

detector.

The WARP collaboration has recently published limits with a 2.3-L two-phase pro-

totype detector at Gran Sasso [217], using both ionization and pulse-shape discrimination

to set the (non-blind) upper limit shown in Figure 7.6. The WARP and ArDM collabora-

tions are pursuing similar two-phase technology on a larger scale. In parallel, the DEAP

collaboration is pursing a single-phase detector based solely on pulse-shape discrimination;

a 7 kg prototype is currently taking data. Finally, recent discoveries of underground argon

deposits low in 39Ar [239] may open the door to multi-ton liquid argon detectors in the near

future.

Neon

Neon retains (and improves upon) the excellent pulse shape discrimination of liquid

argon and has no long-lived radioisotopes. Its low atomic mass demands multi-ton detector

masses, however, and its cryogenics are significantly more demanding than those for liquid

argon. McKinsey and coauthors have proposed a large-scale, single-phase neon experiment
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for the detection of dark matter and solar neutrinos [240]. By switching argon for neon in

the same detector, it may also be possible to test the A2-dependence of a WIMP signal

with excellent control of systematics.

8.2.3 Phase-transition detectors

CDMS’s transition-edge sensors are an example of a very general rule: a system

balanced at an abrupt transition makes an effective amplifier (or detector). Physical phase

transitions, notably evaporation, can also form the basis of a detection technology. If a

liquid is superheated to a metastable state above its boiling point, the energy of a particle

impact can cause it to boil explosively. Boiling will only occur if enough energy is deposited

in a small enough volume to nucleate a bubble, i.e. the particle track must have dE/dx

greater than some threshold value. By tuning this threshold, a phase transition detector can

be rendered insensitive to the sparse tracks of muons or electromagnetic backgrounds, while

still remaining responsive to nuclear recoils. Figure 8.3 shows representative photographs of

particle events from the COUPP experiment’s CF3I target, illustrating a cosmic ray event

(only visible when the detector is tuned to a low dE/dx threshold), a neutron multiple-

scatter event, and a neutron single-scatter event.

Figure 8.3: Three images of particle events in the COUPP 1.5-kg CF3I bubble chamber:
(A) cosmic ray event, visible in a run tuned to a very low threshold in dE/dx, (B) a neutron
multiple-scatter event, and (C) a neutron single-scatter event. Plot taken from [224].

Phase transition detectors take a fundamentally different approach to event energy

reconstruction than that of the other technologies I have discussed. It is very difficult to

determine the energy deposited in the creation of any individual bubble. Bubble formation

is thus an essentially binary detection technology: either enough energy was deposited to

nucleate a bubble, or it wasn’t. A bubble chamber or similar detector only measures the

count rate above its energy threshold, and can only resolve energy information by acquiring
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data at a range of different energy thresholds. A phase transition detector must thus acquire

several long data runs at different detector tunings in order to distinguish WIMPs from a

higher-energy background spectrum (e.g. that from α-decay) or to even partially resolve

the WIMP recoil spectrum. Broadly speaking, phase transition detectors have excellent

background rejection but produce little information about any observed events. The latter

impedes the discovery potential of a future experiment, since such devices will have a difficult

time characterizing the backgrounds (or signals) they observe.

Most phase transition detectors are relatively low-mass experiments with flourine-

containing fluids, specialized to search for spin-dependent WIMP interactions. PICASSO

and SIMPLE are two examples: both detectors are arrays of superheated droplets, and

both have set leading limits on spin-dependent WIMP-nucleon interactions. The COUPP

collaboration has recently expanded phase-transition technology to much larger masses by

developing a bubble chamber with a long hold time and no sensitivity to electromagnetic

backgrounds. COUPP has already set competitive limits on spin-dependent interactions

using a 1.5-kg target of superheated CF3I [224], and larger-mass detectors are under produc-

tion. A ton-scale bubble chamber employing similar techniques could be a major competitor

in search for spin-dependent and spin-independent WIMP interactions.

8.2.4 DAMA/LIBRA

The DAMA collaboration has operated low-background arrays of NaI(Tl) scin-

tillator crystals at Gran Sasso National Laboratory in Italy since 1996. Particle events

within these crystals are identified by their scintillation light alone. The scintillation yield

of a nuclear recoil is reduced compared to that of an electron recoil of similar energy by a

“quenching factor” Q: QNa = 0.30 for Na recoils, QI = 0.09 for I recoils [241]. Without

an independent measurement with particle energy, however, this difference cannot be used

for background rejection. The DAMA detectors are thus simple counters, with no event-

by-event discrimination other than a multiplicity cut (a candidate event may not deposit

energy in more than one detector module). The collaboration seeks to identify WIMPs

on a statistical basis instead, using the expected annual modulation of the WIMP recoil

spectrum due to the earth’s motion around the sun. The rate of low-energy single-scatter

counts in the DAMA detectors should vary during the year if a WIMP signal is present,

while the rates of multiple-scatter events and higher-energy counts should remain constant.
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Note that the identification of a few-percent annual modulation signature demands the de-

tection of many thousands of WIMP recoils in a large exposure, but the relatively simplicity

of NaI detectors has allowed the DAMA collaboration to acquire far larger exposures (> 105

kg-days) than any other experiment.

DAMA has fielded two large detector arrays at Italy’s Gran Sasso National Labo-

ratory. The 115-kg (87.3-kg fiducial) DAMA/NaI detector array initially reported evidence

in 1997 for an annual modulation in its count rate in the 2-4 keV-electron-equivalent (keVee)

energy range [242]. This corresponds to Na nucleus recoil energies of 7 − 13 keV or I re-

coil energies of 22 − 44 keV. The DAMA/NaI experiment continued to observe this signal

over 7 annual cycles (0.29 ton-years) with this apparatus. This signal has since been rein-

forced by more than 3 years of data from the 250-kg DAMA/LIBRA installation [222], for

a combined exposure of 0.87 ton-years. Figure 8.4 shows the combined modulation signal

and single-scatter energy spectrum (in keV-electron-equivalent). The modulation amplitude

is consistent with zero for multiple-scatter events and for single-scatter events above ∼ 5

keVee, as expected from a WIMP signal.
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Figure 8.4: Top: Annual modulation (counts/day/kg/keVee) in the rate of 2-4 keVee single-
scatter events observed by the DAMA/NaI and DAMA/LIBRA experiments. Bottom:
Modulation amplitude observed by DAMA/LIBRA as a function of visible energy (keVee).
Figures from [222].

The DAMA annual modulation signal has been a source of controversy in the com-
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munity for more than decade. DAMA’s observations satisfy the basic criteria for a WIMP

signal, but have thus far not been confirmed by any other experiment. The collaboration

initially interpreted its data within the standard halo model in terms of a ∼ 60 GeV/c2

WIMP with a cross section of σSI ∼ 1041−42 cm2, but this model was quickly excluded

by null results from other experiments: this model should have produced ∼ 100 candidate

events in the CDMS data run described in this thesis, for example, but none were observed.

The vast majority of parameter space consistent with the DAMA/LIBRA result within the

standard halo model is excluded by the null results of other experiments, though some au-

thors [223] find a small amount of consistent parameter space at very low WIMP masses

(Mχ < 10 GeV/c2). No direct cross-check of the annual modulation signature is possi-

ble, however, since no experiment of sufficient scale has yet been undertaken; the KIMS

collaboration proposes to do so in the near future with 250-kg of CsI(Tl) scintillators [243].

If the DAMA signal has a dark matter origin, we need to explain why no signal

has been observed in other experiments. Very low WIMP masses might explain the discrep-

ancy, as might unusual halo models with enhanced modulation amplitudes. A non-WIMP

dark matter candidate could also explain the difference if it deposits electromagnetic energy

within a detector. Axion-like particles can deposit their energy electromagnetically, as can

the inelastic scattering of a particle with very low-lying (< 100 keV) excited states. Such

dark matter events would fail the nuclear recoil selection cuts of CDMS and most other

experiments due to their elevated ionization and scintillation yields, but their modulation

would still be visible in the non-discriminatory DAMA search. Each of these possibilities

will be tested by CDMS in the near future: a low-threshold analysis can explore the param-

eter space of low-mass WIMPs and many unusual halo models, while the observed rate of

low-energy electromagnetic events can set competitive limits upon axion-like particles and

inelastic scattering.

We may also consider unusual detector physics which renders NaI more sensitive

to WIMP interaction than Ge or other targets. Following a suggestion by Drobyshevskii

[227], the DAMA authors [244] have recently argued that ion channeling effects may explain

the discrepancy with other experiments. These authors argue that a fraction of recoiling

nuclei in a crystal detector will propagate along “easy” directions in the anisotropic crystal

lattice, causing them to deposit less energy in the crystal’s nuclear system and appear at

elevated ionization and scintillation yields. Such channeled recoils would be rejected by the

discrimination cuts of CDMS, lowering our signal efficiencies slightly. DAMA, in contrast,
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would observe them at higher scintillation energies, lowering its effective energy threshold.

This phenomenon may open up new regions of consistent parameter space at low masses.

The channeling model used in [244] is optimistic and not experimentally verified, however;

further study of ion channeling (and blocking) effects is needed to evaluate their effects.

Finally, we must consider the possibility that the DAMA signal has a more mun-

dane origin, unconnected with dark matter. An annually-modulated systematic effect on

the electronics could duplicate the signal, but the authors have set stringent limits on many

of the more obvious possibilities. The underground muon flux is known to be modulated

over the year with roughly the correct phase [245], but the expected rate is quite low and it

is difficult to understand how no modulation would appear in the multiple-scatter events.

Interestingly, the modulation spectrum in Figure 8.4 may be interpreted as a peak near 3

keV, very close to the substantial 3.2-keV X-ray peak from 40K decay. Any modulation in

cut acceptance could lead to the observed signal, but no detailed mechanism has yet been

identified. The origins of the DAMA effect – whether related to dark matter or otherwise

– are still unknown.

8.2.5 Directional detection

A dark matter signal may also be identified by the directions of the resulting

recoils, which should show a diurnal modulation with the earth’s rotation. This modulation

would be strong statistical evidence of a signal’s extraterrestrial origin, but the short track

length of a recoiling nucleus makes this extraordinarily difficult to detect. The DRIFT

collaboration has pursued directional detection with low-pressure gas TPCs for several years

[246]. DRIFT II has demonstrated significant head-teal discrimination of recoil direction in

40 Torr CS2 gas with a density of 1.67×10−4 g/cm3 [247]. The newer DMTPC collaboration

[248] is actively developing a similar CF4 detector at 50 Torr read out using an optical CCD,

with plans to scale to a 1 m3 detector and beyond. These technologies are very promising

for verifying and characterizing an eventual WIMP signal, but their low density makes them

unlikely discovery instruments: at 50 Torr, a 10-kg DMTPC-style detector would occupy

40 m3.
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8.3 Challenges for CDMS technology

As evinced by the result described above, CDMS has achieved great success in

maintaining background-free operation over lengthy WIMP-search exposures. Following up

on this success, it is natural to consider extensions of this technology to even larger masses

and greater WIMP sensitivities. CDMS also does not operate in a vacuum; as described

in the last Section, several technologies are vying for the lead at the zeptobarn scale and

beyond. With this in mind, it is useful to consider some of the challenges facing CDMS

technology in the race to scale to larger exposures. This section describes some of the most

significant issues facing a larger version of CDMS.

8.3.1 Detector production

The fabrication and commissioning of ZIP detectors has thus far been a labor-

intensive business. The photolithography of each detector at Soudan was performed using

a “step-and-repeat” process, requiring 444 exposures to complete the patterning of each

face. The various phonon sensors were then manually wired together using a lengthy series

of wirebonds. Finally, each ZIP detector required at least three dilution refrigerator runs

before departing for the mine. Most experienced short-circuits or other hardware failures

along the way that required manual repair, while others needed to be repolished entirely.

Even after this process, a few detectors appear to have regions of disconnected TES’s,

notably T3Z2 and T5Z1. The throughput (labor-per-kg) and must improve substantially

before a larger experiment is possible.

CDMS also has room to improve the consistency of its fabrication process. Each

CDMS ZIP is still somewhat “hand-crafted”, and there are large variations in performance

within the 5-Towers. The reduced phonon sensitivities of Tower 4 and 5 Ge detectors are

the most prominent example of such variation, but there are also large variations in the po-

sition dependencies and timing performance of the phonon signals. This variability greatly

increases the labor involved in calibration and data analysis. A larger-scale experiment with

more detectors will demand greater consistency within its detector population.

8.3.2 Position reconstruction

Despite the successes of the lookup-table correction, our ability to reconstruct the

position of an event within a ZIP detector remains limited. The look-up table is often
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degenerate in the outer regions of the detector, leading to occasional mis-corrections of

event parameters. This appears to be a fundamental characteristic of the 4-quadrant sensor

configuration, and one that would become worse at larger diameters or thicknesses. This

analysis already addressed such mis-corrected events with a specialized cut, and they could

become a limiting background for larger exposures.

The existing position reconstruction algorithm is also unable to unambiguously

identify internal multiple-scatters: events which deposit energy in two or more displaced

vertices within a single detector. This class of event includes true multiple-scatters of a

single particle (e.g. a neutron) and close coincidences (e.g. a neutron and a photon from

the same cosmic ray shower). Some internal multiples fail selection cuts, but others can be

mis-corrected into the signal region. This is particularly problematic for neutron internal

multiples: internal multiple-scatters constitute a systematic difference between our calibra-

tion sample and our signal distribution, which contains only single-scatter events. The rate

of such events grows in proportion to the mass of each detector, and each becomes more

significant as we demand lower leakage rates into our signal region.

8.3.3 Surface events

The analysis described in this dissertation achieves & 30% overall signal efficiency

while maintaining ∼ 200:1 phonon-timing rejection of single-scatter surface events in interior

detectors which pass all other cuts (0.25 expected candidates out of 48 single-scatter events

in the nuclear recoil band). Without improved rejection techniques, larger exposures will

demand lower signal efficiencies to maintain adequate background rejection. A large-scale

CDMS experiment thus demands improvements in rejection power and/or reductions in

surface event contamination in order to operate in the “zero-background” regime.

Endcap detectors – those in the Z1 and Z6 positions, at the top and bottom of

a detector stack – are particularly troublesome in this regard. The close-packed detector

arrangement of CDMS stacks is a major component of our rejection power against sur-

face contamination (∼ 86% of particles leaving the surface of an interior detector within

the confines of the inner charge electrode will strike a neighboring ZIP). The background

rejection of endcap detectors is undermined by an excess of single-scatter events and our in-

ability to characterize their response to surface events on their exterior face. In the current

configuration, we can expect endcap detectors to become less useful contributors to future
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WIMP searches. The three endcap Ge ZIPs in this run (T3Z6, T4Z6, and T5Z1) already

contributed half of the expected background to this WIMP-search.

Efforts to estimate the background level of the CDMS experiment are currently

limited by the limited statistics of surface events in the WIMP-search data outside of the

signal region. This could be alleviated somewhat if we could base our background estimate

upon the more plentiful surface events from the 133Ba calibration data. The systematic

differences in energy and incidence angle between the calibration and WIMP-search pop-

ulations currently make this dangerous, but a better model of the phonon timing in our

detectors would allow us to correct for these differences and make full use of our calibration

data.

8.4 Beyond CDMS II

The CDMS collaboration is currently engaged in an ambitious program of re-

search and development to address the challenges described above and proceed to larger

detector masses. Proposals have been submitted for SuperCDMS [249], an extension of

low-temperature WIMP detector technology to much larger masses. The eventual goal of

this program is a ton-scale cryogenic experiment, competing with and complementary to

the large noble-liquid instruments currently under discussion. A full discussion of these

development efforts is far outside the scope of this dissertation, but I highlight a few recent

developments below.

8.4.1 New ZIP design

The CDMS collaboration has developed a next-generation ZIP detector design,

currently under test at Berkeley and Case Western. Figure 8.5(a) shows one of the early

prototypes of this configuration. These detectors incorporate several improvements in de-

sign, most of which trace back to two major fabrication upgrades:

• New ZIPs are fabricated on three-inch-diameter, one-inch-thick (620g) Ge substrates,

2.5× thicker than previous detectors.

• ZIPs are now fabricated using a whole-field mask process. This requires only two

photolithographic exposures per detector, rather than the 444 required by the old

“step-and-repeat” process.
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Both of these changes have dramatically improved fabrication throughput and reliability.

Larger substrates allow us to produce more target mass with each fabrication run, while

the whole-field mask process greatly reduces the labor and complexity of each run. The

whole-field process also allows much greater flexibility in detector patterning, since there

is no need to divide the design into arrays of identical tiles. New ZIPs require far less

wire-bonding than previous designs, for example, since all inter- and intra-channel wiring

are now included in the photolithographic mask.

(a) A prototype SuperCDMS ZIP within its hous-

ing. The phonon face is visible, showing the tri-

partite sensor design.

(b) Photomicrograph of a portion of the new

CDMS phonon design, showing the “stadium” ar-

rangement of slotted Al fins around a TES, as well

as the surrounding charge collection grid.

Figure 8.5: Photographs of the current SuperCDMS ZIP design.

These new ZIPs are designed to have superior event reconstruction to that of

current detectors. Rather than the four-quadrant phonon sensor design used in CDMS II,

SuperCDMS ZIPs have three large inner sensors surrounded by an outer phonon guard ring.

Monte Carlo simulations of phonon propagation within Ge showed this sensors design to

have superior reconstruction of the radial positions of events, thus reducing the possibility

of mis-corrections. This prediction has been borne out by initial tests: Figure 8.6 shows

that the phonon parameters used to define event radius are less degenerate for new ZIPs

than for old. The arrangement of aluminum collector fins around each TES has also been

optimized, leading to an “stadium” arrangement (Figure 8.5(b)) that puts more aluminum

within quasiparticle-diffusion range of the TES. The width of the outer charge electrode

has also been increased to help reject events near the outer detector rim, where phonon
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reconstruction can be poor.

SuperCDMS ZIPs are further expected to have significantly lower background

rates than current detectors. The increased substrate thickness is already a significant

advantage: a new ZIP has 2.5× more detector mass for the same inner-electrode surface

area, thus reducing the rate of surface events at a given WIMP sensitivity by that same

factor. New detectors are also expected to have a lower intrinsic beta rate due to improved

handling to reduce radon exposure. Finally, each SuperCDMS Tower will only contain

five one-inch ZIPs, surrounded by ionization-only veto detectors (1cm Ge) at the top and

bottom of the stack. This will improve self-shielding and the power of the multiplicity cut,

allowing all detectors to avoid the difficulties faced with endcaps in this run.

(a) A thin slice of the position reconstruction

manifold from a CDMS II ZIP. The inset il-

lustrates the arrangement of the four phonon

sensors.

(b) A similar manifold slice for a SuperCDMS ZIP. Note

the reduction in fold-back in the manifold and the smoother

spatial variation in risetime. The tripartite sensor arrange-

ment – three inner phonon sensors and one outer ring – is

shown in the inset.

Figure 8.6: Comparison between the position reconstruction manifolds of CDMS II and
SuperCDMS ZIPs. Each shows gamma events from a thin slice of a detector, plotting
radial parameters reconstructed from phonon relative amplitudes (x-axis) and arrival times
(y-axis) against one another. The detector center lies in the lower left corner of each pot.
Color indicates primary phonon risetime, a surface event discrimination parameter.

As part of the SuperCDMS project (if it is approved), four Towers of these new

detectors will be installed at the Soudan site alongside the best of the existing CDMS II

detectors. This experiment will total ∼ 15 kg of Ge target mass, with an expected reach of
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σSI ∼ 5×10−45 cm2. Based on this experiment and on continued research and development,

we expect to propose a larger experiment of 100 kg target mass or more. This experiment

would be located in an redesigned shield at the 6000 m.w.e. depth of SNOLAB [250] to

reduce the neutron background to negligible levels.

8.4.2 Large detectors

For a 100-kg or ton-scale experiment, we would like to have detectors yet larger

than the current prototypes. We cannot keep making detectors thicker indefinitely, however.

A thicker detector requires a larger voltage bias to maintain the same electric field within

its bulk; if the bias remains at 3V, we can expect an increase in low-yield backgrounds

as dead-layer effects expand further into the detector. The contribution of Luke phonons,

however, increases with bias voltage rather than field strength; as we increase the bias, these

Luke phonons will swamp the primary phonons which provide our defense against surface

events. We’re thus in a bit of a bind: we can’t make a detector arbitrarily thicker without

endangering our discrimination power.

We are thus led to consider detectors of larger diameter, but here we find a problem

as well. “Detector-quality” high-purity germanium must have a density of line-like crystal

dislocations within a narrow range. Such dislocations help the crystal to relax away any

vacancies which form during crystal growth, reducing the overall number of trapping sites in

the crystal. A crystal with too high or low a dislocation density is unsuitable for ionization

collection at 77 K. Thus far, however, it has proven very difficult to control the dislocation

density sufficiently to grow substrates more than 3-4” in diameter. We thus seem limited

in our ability to increase any of our detector dimensions.

Recent results from the Berkeley test facility, however, have reopened the possibil-

ity of increased detector diameters. A 1cm-thick ionization-only detector was constructed

from a small sample of high-purity, dislocation-free germanium provided by Eugene Haller.

The vacancies which thwart charge collection at 77K can be neutralized at millikelvin tem-

peratures through illumination with an LED or a strong radioactive source. Figure 8.7(a)

shows a clear spectrum of 241Am obtained with this sample at a bias of 1V; Figure 8.7(b)

shows that full charge collection persists to very low bias voltages, as with our usual detec-

tors. Dislocation-free material is available in much larger diameters, and work is proceeding

to acquire high-purity material for multi-kilogram detectors with 6-inch or larger diameters.
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(b) Charge collection efficiency as a function of

voltage bias in dislocation-free Ge.

Figure 8.7: Sample plots of charge collection in a dislocation-free Ge sample, taken at
Berkeley in February, 2008.

8.4.3 Alternate readout configurations

Symmetrical phonon readout

The asymmetric nature of our existing phonon readout scheme – only one face of

each ZIP is instrumented with TES’s – hampers our ability to reconstruct event position

within our crystals. The cost of detector asymmetry is most apparent in the reconstruction

of near-surface events: surface events on the charge face have slower phonon timing than

those on the phonon face, and so are more difficult to discriminate from bulk recoils. More

broadly, many phonon parameters are depth-dependent, particularly in thicker crystals; this

effect is visible in the left-right color (risetime) gradients in Figure 8.6(b). The current one-

sided TES configuration does not allow a clear depth parameter, which can thus translate

into uncertainties in many aspects of event reconstruction.

A large ZIP detector would benefit from a symmetric phonon sensor configuration,

with active elements on both faces of the detector. This configuration provides natural depth

parameters: the relative arrival times and amplitudes of phonon pulses on each detector

face. A start-time resolution of 0.5µs, for example, corresponds to a depth resolution of

∼ 2.7 mm in Ge; a surface-event cut based on timing alone in a one-inch ZIP could thus give

signal efficiency comparable to that of the current timing cut. Relative pulse amplitudes

can be even more powerful measurements of event depth, particularly at low pulse energies.
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Figure 8.8: Schematic illustration of a floating-bias configuration for phonon readout on
both detector faces. The bottom face has a standard non-floating phonon amplifier (not
shown).

As an example, consider a 10 keV nuclear recoil (13 keV raw phonon energy) in a detector

with a sensor configuration like that shown in Figure 8.8. With current energy resolutions

(∼ 100 eV/sensor), the difference in total energy deposited between the two faces could

be measured to ∼ 3% accuracy. A true depth parameter constructed from timing and

amplitude information would greatly improve position reconstruction and correction.

A symmetric phonon configuration is difficult to realize in practice because of a

fundamental mismatch in the existing electronics. The TES biasing circuit is relatively low

in impedance and high in capacitance, as it connects to multiple stripline traces (bias and

return for each of four channels, plus extra returns for redundancy) through low-impedance

components. The charge amplifier, in contrast, must have a high impedance at its input;

any resistance or capacitance to ground will shunt away signal and increase noise. We thus

cannot naively place a TES array on the same face as the charge amplifier without ruining

our ionization signal-to-noise. Several configurations to address this are under investigation,

most taking the general form shown in 8.8: biasing the TES array with some sort of low-

capacitance floating bias circuit, providing up to 1 µV for the TES’s without introducing

more than a few pF of capacitance. The most promising solution thus far seems to be to
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bias the TESs with a high frequency (∼ 20 MHz) AC signal. Such a signal can still bias

the TES effectively if it lies outside the ETF bandwidth, and it may be isolated from the

charge amplifier by coupling through transformers or small capacitors.

Multiplexed phonon sensors

As detector diameters become larger, it’s likely that our current phonon sensor

arrangement – four sensors on one face – will become increasingly inadequate. Larger sensor

arrays dilute localized effects of phonon timing and distribution, washing out information

necessary for surface event rejection. Larger detector areas demand more sensor channels

per surface, and each new channel brings new cold electronics, new wires, and new heat

load to the icebox.

A multiplexed phonon readout system, in which several channels are read out using

one amplifier and associated wiring, would provide the benefits of greater “pixelation”

without the associated costs. The MIT group is pursuing a time-domain multiplexing

strategy, in which a single SQUID amplifier switches between several TES input channels.

Following upon development efforts for microwave and submillimeter astronomy [225], the

Berkeley and Caltech groups are also pursuing a frequency-domain multiplexing scheme.

Kinetic inductance phonon readout

The Caltech and Berkeley groups are also currently pursuing kinetic inductance

detector (KID) technology [251], an entirely different way to sense phonons in a crystal sub-

strate. KIDs take advantage of the small change in a superconducting film’s reactance with

the addition of quasiparticles. If that superconducting film is part of a tank circuit driven

near resonance, even a small deviation from resonance can be visible in the transmission

properties of a coupled transmission line. KID readout is naturally multiplexable in the

frequency domain, since each resonator can be tuned to a unique resonance frequency and

the whole array driven by a single frequency comb. KID’s require relatively low-resolution

patterning of a single metal film, and so are easier to manufacture than high-resolution,

multi-metal QET arrays. KID technology is also intrinsically low in noise, since the film re-

mains essentially non-dissipative at all times; noise from surface states in the substrate can

still remain, however, as does noise from the associated HEMT amplifier. Rapid progress

is being made in this technology as a viable alternative for a large-scale WIMP-search
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experiment.

8.5 Closing remarks

The Cryogenic Dark Matter Search is the world leader in the expanding field of

WIMP direct detection. This dissertation has described the strongest upper limits yet set

on WIMP-nucleon spin-independent scattering, and this reach is expected to grow by a

factor of ∼ 4 by 2009. CDMS is currently developing the next generation of cryogenic

particle detector, leveraging the wealth of information provided about each particle event

to extend our sensitivity to the zeptobarn-scale and beyond.

The larger community of dark matter searches is in the midst of a rapid expansion.

Direct detection is becoming an ever-more-competive field, as new technologies vie with

proven ones to leapfrog deeper into WIMP parameter space. Indirect detection is beginning

to benefit from the unprecedented sensitivities of new instruments, led by GLAST and a new

wave of Cherenkov telescopes. Finally, the Large Hadron Collider promises to revolutionize

our understanding of particle physics at the TeV scale. Given these developments, there is

a very real possibility that the next few years will finally see an answer to a question that

has plagued science for so long: what is the universe made of?
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Appendix A

Optimal filter charge

reconstruction

This Appendix outlines the theory of optimal filtering, its particular implementa-

tion for the CDMS ionization channels, and some improvements to this implementation. I

include this primarily for completeness. The 2-dimensional optimal filter used in the CDMS

ionization pulse analysis is not documented elsewhere (though its use predates my involve-

ment in the project), to my knowledge, nor is the sub-bin interpolation scheme of Section

A.4. For further details on the general theory of noise and optimal filtering, please see the

extensive discussion and derivation in Appendix B of Sunil Golwala’s dissertation [166].

A.1 Notation and conventions

In this discussion I make frequent use of the Fourier transform, which maps a

function g(t) to its complex-valued counterpart g̃(f) in the frequency domain. Among

the several normalization conventions for the Fourier transform in broad use, I follow that

advocated in [166] for the Fourier transform and its inverse:

g̃(f) =
∫ +∞

−∞
dt g(t)e−2πift (A.1)

g(f) =
∫ +∞

−∞
df g̃(f)e2πift. (A.2)

Other authors often write these formulae in terms of ω = 2πf rather than f itself, in which

case
∫
df → 1

2π

∫
dω. I choose this convention as it allows the transform and its inverse to
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be expressed in maximally symmetric notation, with no mysterious normalization factors.

Note that the frequency variable f ranges over both positive and negative frequencies, and

for a real-valued function g(t) we have g̃(−f) = g̃∗(f).

In practical situations we generally deal with discretely-sampled data, consisting of

N observed values spaced uniformly over a time span T = N∆t. The most useful extension

of the Fourier transform to this situation is the discrete Fourier transform (DFT), which

maps a discretely-sampled series {gk} to a corresponding frequency-domain series {g̃n} of

the same length. The DFT and its inverse are given by:

g̃n =
1
N

∑
k

gke
− 2πink

N (A.3)

gk =
∑
n

g̃ne
+ 2πink

N (A.4)

These expressions can be put in closer correspondence with the continuous case by writing

the phase factor’s exponent in the form 2πink
N = 2πifntk, where tk ≡ k∆t = k TN is the

time at which the sample gk was taken (gk ≡ g(tk)) and fn ≡ n∆f = n
T is the frequency

corresponding to the transform element g̃n. With this definition, the DFT satisfies dis-

crete analogues of Parseval’s theorem, the convolution theorem, and other basic results of

Fourier analysis. All modern implementations of the DFT are based upon the Fast Fourier

Transform (FFT) algorithm, which employs trigonometric identifies to evaluate the DFT

in O(N logN) time with good numerical accuracy.

I have not yet specified the exact range of indices k (and n) for the N samples.

Most authors take k = 0 . . . (N − 1), but for close analogy with the continuous case it is

convenient to number our time steps (and thus our frequencies) symmetrically about zero:

k = −N
2 . . . (

N
2 −1) for even N , k = −N−1

2 . . . N−1
2 for odd N . For the rest of this discussion

I assume that N is even, but these results hold with slight changes of indices for odd N .
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With this choice, we can easily convert between integral and discrete formulations [166]:

g(tk)↔ gk

s̃(fn)↔ sn
∆f∫ +∞

−∞
df ↔

N
2
−1∑

n=−N
2

∆f (A.5)

∫ +∞

−∞
dt↔

N
2
−1∑

k=−N
2

∆t

With this correspondence table in place, I will sometimes use the continuous formulation

where convenient in the rest of this treatment. The continuous expressions are often easier

to manipulate, but may be converted to their discrete forms by referring to Equation A.5.

Where indices are not specified, they should be taken to range over −N
2 . . . (

N
2 − 1).

In my discussion of various estimation algorithms below, I will distinguish estima-

tors from the parameters they estimate using a carat. In other words, the estimator for

a model parameter a is denoted â. â may be a function of the data and of other model

parameters.

A.2 Optimal filter theory

The accuracy with which we can extract a signal from a background (e.g. an event

pulse from random noise) depends strongly upon our knowledge of the characteristics of

each. The more we know about the form of our signal and the properties of our background,

the more precisely we can distinguish the two. Optimal filtering is a technique for addressing

the signal extraction problem under particularly favorable circumstances: estimation of the

amplitude of a signal of known shape A(t) amidst a background of gaussian random noise of

known power spectral density J(f). In other words, our signal trace takes the form of S(t) =

aA(t) + n(t), where A(t) is a known template and n(t) is a noise realization with J(f) =〈
ñ2(f)

〉
, and we wish to estimate the amplitude a. Optimal filtering is the optimal technique

for amplitude estimation under these conditions, and often shows excellent performance even

when these assumptions fail slightly.
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A.2.1 Simple amplitude estimators

Before discussing the actual optimal filter algorithm , it is useful to consider two

simpler estimators for a that one might consider. The simplest estimate of a is just the

peak value of the signal trace: assuming that limt→±∞A(t) = 0 for simplicity, this gives

âpeak = maxSk
maxAk

. This estimator is quite poor, however, since it assumes no knowledge about

the pulse shape or noise spectrum; it may be swayed substantially by noise fluctuations at

a single sample along the trace.

A better solution is to perform a time-domain fit for a by minimizing the χ2

between template and model:

χ2
TD(a) =

∑
n

(Sk − aAk)2

〈n2
k〉

. (A.6)

This expression may be minimized analytically by setting dχ2

da = 0 and solving for a:

âTD =

∑
k
SkAk
〈n2
k〉∑

k
A2
k

〈n2
k〉

. (A.7)

Note that this expression allows the noise variance 〈n2
k〉 to vary with time; if the noise is

time-invariant, it drops out of this expression:

âTD =
∑

k SkAk∑
k A

2
k

. (A.8)

The estimator in Equation A.7 makes full use of our knowledge of the signal, but

rests upon a subtle assumption: Equation A.6 is only a proper χ2 if the noise fluctuations in

consecutive time bins are statistically independent. In the frequency domain, this is equiv-

alent to a noise power spectrum J(f) that is independent of f , commonly known as “white

noise.” Conversely, if the noise has a non-trivial power spectrum then noise fluctuations at

different times are correlated and this estimator is no longer a proper maximum-likelihood

estimator.

A.2.2 Optimal amplitude estimator

Since different frequency components are truly independent for gaussian random

noise, a better solution is a one-parameter fit in the frequency domain. In analogy with
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Equations A.6 and A.7, we can construct a frequency-domain χ2 for such a fit

χ2(a) =
∑
n

∣∣∣S̃n − aÃn∣∣∣2
Jn

. (A.9)

and minimize it as a function of a to find our parameter estimate

â =

∑
n
Ã∗nS̃n
Jn∑

n
|Ãn|2
Jn

. (A.10)

This expression can also be viewed as the application of an (acausal) “optimal filter” φ,

defined by φ ≡ Ã∗n
Jn

. This interpretation in terms of a filter is unique to the linear case of es-

timating a pulse amplitude; more complex parameter estimation problems cannot generally

be viewed in this light.

A.2.3 Estimating the time offset

The exact start time of the pulse within the digitizer window varies between traces,

and so must be estimated as well. Translating the function A(t) by a time offset t0 corre-

sponds to multiplying its Fourier transform by a phase factor e2πit0f . If a template feature

occurs at time t = 0, the shifted template shows the same feature at t = t0. Note that this

scheme for time-translation grafts the end of the template onto its beginning (or vice-versa),

so edge effects can result if A(t) 6= 0 for large |t|. Note also that t0 must be an integral mul-

tiple of the digitizer bin width T/N in the discretized expressions, though this restriction

is lifted for their continuous equivalents. We can thus shift the template in Equation A.9

by a time offset t0, producing

χ2(a, t0) =
∑
n

|S̃n − ae−2πit0fnÃn|2

Jn
(A.11)

To proceed, we should minimize this χ2 to find the best estimates â and t̂0. Given

an estimate t̂0, we can follow the derivation of Equation A.10 with a shifted template to

obtain the optimal amplitude estimator:

â(t0) =

∑
n e

2πit0fn Ã
∗
nS̃n
Jn∑

n
|Ãn|2
Jn

. (A.12)

We can similarly fine the value of t0 which minimizes χ2 by solving

0 =
∂χ2

∂t0
= −2a

∑
n

2πifne2πifnt0 Ã
∗
nS̃n
Jn

. (A.13)
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Unfortunately, this is a nonlinear equation that has no analytic solution. Instead, we take

the derivative of Equation A.12 to find that

∂â

∂t0
=

∑
n 2πifne2πit̂0fn Ã

∗
nS̃n
Jn∑

n
|Ãn|2
Jn

. (A.14)

Dropping constants that do not depend on t0, this shows that ∂χ2

t0
∝ ∂â

∂t0
. The value of

t0 which extremizes χ2(a, t0) is thus also the value which extremizes â(t0). Checking the

second derivatives, we find that these extrema are a minimum of χ2 and a maximum of â.

The best-fit value of t̂0 is thus that value which maximizes the amplitude estimate â(t0).

At first glance, this doesn’t seem to have helped our computational situation. We

need to compute â(t0) (Equation A.12) for a range of values of t0 in order to find the best-fit

value, but we could just as well have computed χ2(â(t0), t0) (Equation A.11) for each value

of t0. The advantage of the former is that it is much faster to compute â for a range of

values of t0 than it is to compute χ2 many times. The numerator of Equation A.12 (the

only part that depends upon t0) is just the inverse-DFT of Ã∗nS̃n/Jn, so we can compute

the whole function â(t0) very quickly using the FFT algorithm and just take its maximum

value. No such optimization is possible for Equation A.11.

A.2.4 Performance

Resolution

The amplitude and start time resolutions of the optimal filter can be determined

from the second derivatives of the χ2 function, evaluated at the minimum where the first

derivatives vanish:

σ2
â =

[∫ +∞

−∞
df
|Ã(f)|2

J(f)

]−1

or σ2
â =

[∑
n

|Ãn|2

Jn

]−1

(A.15)

σ2
t̂0

=

[
â2

∫ +∞

−∞
df (2πf)2 |Ã(f)|2

J(f)

]−1

or σ2
t̂0

=

[
â2
∑
n

(2πjfn)2 |Ãn|2

Jn

]−1

(A.16)

Note that σâ is independent of pulse amplitude a, but timing resolution degrades at small

pulse amplitudes (σt̂0 ∝ a
−1).
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Digitization error

In the discrete case the algorithm above can only choose t̂0 with an accuracy of one

digitizer bin (∆t = T/N). This limit can be defeated through the use of interpolated values

for â(t0), as described later in this Appendix. If no interpolation is performed, however,

our choice of t̂0 does not actually lie at the minimum of χ2 and we must add additional

contributions to the uncertainties above. For a digitizer with sample spacing ∆t, the r.m.s.

timing uncertainty is δt = ∆t√
12

. For an error in the start time of magnitude δt0, we introduce

additional errors of

δa ∼ 1
2
∂2a

∂t20
δt20 = −aδt20

∑
n(2πifn)2 |Ãn|2

Jn∑ |Ãn|2
Jn

(A.17)

δχ2 ∼ 1
2
∂2χ2

∂t20
δt20 = +

1
2
a2δt20

∑
n

(2πifn)2 |Ãn|2

Jn
. (A.18)

Note that an error in start time always leads to an underestimate of the amplitude and an

overestimate of χ2, as expected. These errors in amplitude are generally quite small for the

CDMS analysis: only ∼ 0.15% on average, and at most ∼ 0.5%. The error on χ2 scales as

the square of the pulse amplitude, however, and widens the distribution of the ionization

optimal filter χ2 quantity (QSOFchisq) substantially at high pulse energies.

Noise blobs

If we apply this optimal filtering algorithm to a series of noise traces containing

no actual pulses (a = 0), we might naively expect to obtain a distribution of estimates â

with zero mean and a variance of σ2
â. In practice, however, we observe a “noise blob” with

a somewhat narrower distribution of amplitude estimates and mean greater than zero. This

upward bias is introduced by our algorithm for finding the time offset: by searching for the

maximum value of â, we introduce a small upward bias when there is no actual signal to

find. The true experimental resolution can be measured by forcing t0 = 0 for noise traces.

If we model the â(t0) for each noise trace as a gaussian random variable (zero

mean, variance σ2
â) and try N different values of t0, our algorithm is equivalent to selecting

the largest among N values drawn from that gaussian distribution. We can compute the

expected probability density function PDFmax(x,N, σ) for this maximal value x by noting

that the cumulative distribution function (CDF) of the maximum of two variables is just
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the product of their two individual CDFs. For our case, this yields:

PDFmax(x,N, σ) =
d

dx
CDFmax(x,N, σ) =

d

dx
(CDFnormal(x, σ))N (A.19)

=
N

2Nσ

√
2
π

(
1 + erf

(
x

σ
√

2

))N−1

e−x
2/2σ2

. (A.20)

A different derivation of the same expression is due to Sunil Golwala and Rick Gaistkell

[166]. As expected, this distribution is displaced from zero and slightly narrower than σ. It

is difficult to match quantitatively to data, however, due to the deficiencies of this model:

for a filter of finite bandwidth, â(t0) and â(t0 + ∆t) are not completely uncorrelated. This

reduces the effective N , and produces less upward bias in practice than this simple model

would predict.

A.3 CDMS implementation

For posterity’s sake I describe below to details of the DarkPipe implementation of

this algorithm:

1. A set of search windows to limit the range of allowed start times

2. An extension of the basic algorithm to account for known crosstalk between the two

ionization channels.

A.3.1 Search windows

If the pulse template is shifted too far toward the edge of the digitization window,

edge effects can lessen the quality of the fit. DarkPipe requires that all ionization pulses

occur within a window of [−100,+10]µs for Ge ([−50,+10]µs for Si) around the global

trigger time. This condition should be satisfied for all normally-triggered events, but events

can occasionally fall outside this window at high trigger rates. For details see the discussion

of the cut cGoodPStartTime in Section 6.4.

A.3.2 Crosstalk

The two ionization channels on each detector have a small but noticeable (∼
6%) crosstalk between them, primarily due to the mutual capacitance of the electrodes.

DarkPipe uses a generalization of the optimal filter algorithm to properly fit both amplitudes
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and a single start time (the two ionization pulses are simultaneous at the precision of our

digitizer resolution) self-consistently, with proper attention to inter-channel crosstalk.

To properly account for crosstalk we characterize our two-channel system by four

templates : the Qinner signal from a Qinner event (AI), the Qouter signal from a Qouter

event (AO), and two crosstalk templates giving the Qouter signal resulting from a Qinner

event (AIx) and vice-versa (AOx). These templates are generated by averaging samples

of several hundred calibration events. Examples from Run 123 are shown in Figure 3.6.

Note that the AIx template generally has poor signal-to-noise due to the relative dearth of

well-reconstructed Qouter events.

We generalize the optimal filter to reconstruct two amplitudes aI and aO simulta-

neously, given these four templates and two noise spectra, JO and JI . The equation to be

solved now takes the form of a matrix expression: SI

SO

 =

 AI AIx

AOx AO

 aI

aO

+

 nI

nO


We can construct a χ2 function in frequency space just as before, suppressing the subscripts

n on S, A, and J for clarity:

χ2(aI , aO) =
∑
n

(
|S̃I − (aIÃI + aOÃIx)|2

JI
+
|S̃O − (aIÃOx + aOÃO)|2

JO

)
. (A.21)

Solving for the minimum of χ2 with respect to both amplitudes aI and aO, we obtain the

estimator  âI

âO

 = M−1

 ∑
n Re

(
Ã∗I
JI
S̃I + Ã∗Ox

JO
S̃O

)
∑

n Re
(
Ã∗Ix
JI
S̃I + Ã∗O

JO
S̃O

)
 , (A.22)

in which

M ≡

 ∑
n
|ÃI |2
JI

+ |ÃOx|2
JO

∑
n Re

(
Ã∗I ÃIx
JI

+ Ã∗OÃOx
JO

)
∑

n Re
(
Ã∗I ÃIx
JI

+ Ã∗OÃOx
JO

) ∑
n
|ÃO|2
JO

+ |ÃIx|2
JI

 . (A.23)

Note that most of the laborious computation in Equation A.22 lies in the calcula-

tion of the 2 × 2 matrix M and the ratios ÃI/JI , etc. These calculations only need to be

performed once, rather than every time we process a trace. DarkPipe stores M−1 and the

terms on the right hand side independent of S̃I,O in a file for use during data processing.

I have so far avoided discussion of the timing offset t0 and how to estimate it

(note that both channels have the same start time within our experimental resolution).
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The procedure essentially follows that above – find the offset which gives the maximum

amplitude estimate – but with a new ambiguity in the multi-dimensional case: which am-

plitude estimate should we use? A reasonable choice is to maximize âI+âO, though this can

be problematic in rare cases in which the two pulses have similar magnitudes and opposite

signs. In any case, the matrix expression in Equation A.22 is less amenable to being sped up

with an inverse-DFT. For speed, DarkPipe chooses the start time which maximizes b̂I + b̂O,

where these are the optimal-filter amplitudes determined from separate, crosstalk-free esti-

mates of the two channels with their primary templates. Insofar as crosstalk is small and

does not distort the pulse shapes too much, this should be sufficiently accurate for practical

purposes. Once the start time is determined in this way, we can add an appropriate phase

factor and proceed with the full matrix calculation.

A.4 Extension for improved timing resolution

Based upon Equation A.16, the expected timing resolution for a Run 123 ZIP

detector is quite small: σt̂0 = 0.015µs/E for T2Z4, where E is the ionization energy in

keVee. This is essentially insignificant compared to the digitizer bin width for nuclear recoils

above ∼ 10 keV. As discussed in Section A.2.4, the added uncertainty in pulse timing has

negligible effect on our charge resolution (δa/a < 1%). It does have two noteworthy effects

on our analysis, however:

1. The digitizer error introduces an additional spread in the χ2 distribution, widening it

substantially at high pulse energies. This wide distribution forces us to loosen our cut

on χ2 to reject pileup events, possibly allowing small coincident pulses through into

our analysis.

2. The phonon delay quantities used for surface event rejection and position reconstruc-

tion are measured from the ionization pulse start time, so this introduces additional

uncertainty in to those measurements. This error is often significant compared to

the errors in phonon pulse timing from the walk algorithm, especially for the faster

phonon pulses seen in Si detectors.

Neither of these effects were substantial impediments to the current data analysis, but it

could be useful to improve them for future analyses.
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We can improve upon the limitations of digitizer error by interpolating the start

time to values between adjacent digitizer bin edges. Unfortunately, such values of t0 6= k∆t

cannot be substituted directly into discrete expressions such as Equations A.11 or A.12.

Instead, we approximate â(t0) near its extremum by a parabola and interpolate between

three neighboring times: t̂0−∆t, t̂0, and t̂0 + ∆t, where t̂0 is the discrete value maximizing

â. We fit a parabola to the values of â at these three points, find its maximum, and take the

abscissa and ordinate of that maximum as our improved estimates of t̂0 and â, respectively.

All of these steps can be performed analytically for a parabola with little cost in computing

time. The value of χ2 at this new offset can be evaluated using a similar interpolation, but

it is faster to approximate it based upon the closest discrete t0 value and Equation A.18.

The situation is somewhat more complex for the two-channel algorithm described

in Section A.3.2. The computational cost of the optimal filter goes up, and it is less obvious

what quantity we should use to interpolate the maximum. Ideally we would compute the

full χ2 of Equation A.21 for all t0 and interpolate near the maximal value, but this is compu-

tationally prohibitive. The fastest solution is to interpolate the start time using the simpler

no-crosstalk fit we currently use to determine t̂0, then correct the fitted amplitudes and χ2

values using first-order corrections analogous to those in Section A.2.4. This suffers from

some systematic errors from the misuse of crosstalk templates, but should be a substantial

improvement upon the non-interpolated algorithm. With a little more computational effort,

we can compute χ2 and âI,O for the peak digitizer bin and its two neighbors, interpolate the

maximum in χ2, then apply this to interpolate the amplitudes. Various other combinations

are possible. It is important to restrict the interpolation from choosing a start time outside

of t̂0 ± ∆t, which would indicate that the quadratic approximation is invalid; this should

not happen for traces containing significant pulses, but may occur in some noise traces for

certain interpolation schemes.

As a proof of principle, I have tested a conservative (i.e. relatively computationally-

intensive) version of this algorithm upon a small selection of calibration data from the

one-inch prototype detector G3D at Berkeley. The current code interpolates the best-fit

time offset by maximizing (âI + âO) (computed using the full crosstalk correction) over all

possible start times and interpolates the χ2 based upon this choice of offset. Figure A.1

shows the effects of this interpolation: a substantially narrower distribution of χ2, even

at ionization energies of several hundred keV. This conservative algorithm degraded the

processing speed of DarkPipe by a factor of ∼ 5, which is clearly unacceptable in practice.
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Lauren Hsu and Bruno Serfass are implementing this algorithm into the new data analysis

package which will replace DarkPipe, and will take advantage of one of the faster choices

of interpolation scheme.

Figure A.1: Optimal filter χ2 versus ionization energy for inner-electrode events in a G3D
calibration run at UC Berkeley. The blue points show the results of the standard algorithm,
while the red points show the (substantially narrower) distribution of χ2 produced by the
sub-bin interpolation code.

A.5 Multi-parameter fits

The formalism of optimal filtering is easily extended to fit more complex models

with several free parameters. In this regime optimal filtering evolves into a general nonlinear

fit in the frequency domain, in which we minimize an appropriate χ2 function

χ2({θi}) =
∑
n

|S̃n − Ãn({θi})|2

Jn
(A.24)

to find the best-fit parameters {θ̂i}. The mechanics are essentially identical to those of

time-domain fitting algorithms, but a frequency-domain algorithm should show better per-

formance in the presence of non-white noise.

Such an algorithm may be a useful approach in situations where pulse shape varies

between events. Such fits are very computationally intensive, however, and may provide

little benefit if the template does not match the pulses well or if the fitting problem is

ill-conditioned. The fitting of phonon pulses with multi-exponential templates is both im-

perfect and ill-conditioned, so this avenue has not yet borne fruit for CDMS.
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Appendix B

Likelihood ratio and χ2

discrimination

In discriminating nuclear recoils from surface electron recoils we are faced with the

problem of efficiently combining several observations to yield a single decision rule. This

section describes a general method for making such decisions, a second order approximation

to the general likelihood ratio test. We also describe some extrapolations from the simplest

discrimination model.

B.1 Likelihood ratio tests

Suppose that we would like to classify events as members of either one of two

populations (given the suggestive designations “signal” and “background”) based on N

observables ~x. Suppose further that we can characterize the two populations by their

probability densities (“likelihoods”, in classical language) in these observables, Lsig(~x) and

Lbkg(~x). If we are given an unknown event with observables ~x0 and wish to classify it

with maximal accuracy, we intuitively would like to choose a signal acceptance region Rsigl

in ~x-space to minimize the misclassification rate (
∫
Rsig
Lbkg(~x)) at fixed signal acceptance

(
∫
Rsig
Lsig(~x)). Following the argument in [252], this occurs when Rsig is defined by

Lsig(~x0)
Lbkg(~x0)

> c, (B.1)

where c is chosen to attain the desired acceptance of signal (“efficiency”) and background

(“leakage”). This is the standard likelihood ratio test discussed in statistics texts. By
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reversing the “signal” and “background” labels, one can show that such a test also maximizes

efficiency at given leakage. For later convenience we can also write the same relationship in

terms of a difference of log-likelihoods:

logLsig(~x0)− logLbkg(~x0) > log c (B.2)

Note that the choice of classification threshold c should depend upon the goal of our

test. A threshold of zero gives equal weight to false positives (classification of background

as signal) and false negatives (classification of signal as background), but in practice we

may be much more concerned about one kind of error than the other and so zero may not

be the optimal choice. In a rare event search we are generally willing to allow many false

negatives to avoid a single false positive, and the optimal choice of threshold will depend

upon the expected rate of background events.

B.2 χ2 tests

A full likelihood ratio test is appealing in principle, but may be difficult to imple-

ment if the likelihood distributions are complicated or unknown. To move forward, we make

the simplifying assumption that each likelihood takes the form of a multivariate gaussian

distribution. The resulting likelihood function is

L(~x) = (2π det |C|)−N/2 e−
1
2

(~x−~µ)T ·C−1·(~x−~µ), (B.3)

where ~µ is the N -dimensional vector of parameter means and C is the N × N covariance

matrix of the distribution:

Cij ≡ 〈xixj〉 − 〈xi〉 〈xj〉 . (B.4)

The covariance matrix C encapsulates the variances σ2
i of each parameter (Cii =

σ2
i ) and the correlations ρij ∈ [−1, 1] between parameter pairs (Ci 6=j = ρijσiσj). For a

multivariate gaussian these fully characterize the distribution, but a general distribution

will possess higher-order correlations not accounted for in this formalism.

In the gaussian approximation the likelihood ratio test takes a particularly simple

form. Taking the logarithm of B.3 we obtain

logL(~x) = −N/2 (log 2π + log det |C|)− 1
2

(~x− ~µ)T · C−1 · (~x− ~µ). (B.5)
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Substituting into Equation B.2,

N

2
log

det |Cbkg|
det |Csig|

+
1
2
(
χ2
bkg − χ2

sig

)
> c, (B.6)

where χ2 is defined as

χ2 = (~x− ~µ)T · C−1 · (~x− ~µ). (B.7)

In the simplest case the covariance matrices are constant, so we can lump the

determinants in with c and the desired test reduces to

χ2
bkg − χ2

sig > κ. (B.8)

The cut value κ can be chosen to incorporate both the covariance determinants and any

desired bias between false positives and false negatives. For known gaussian distributions

κ can be computed a priori using the above expressions, but in realistic situations with

non-gaussian distributions the cut value is best chosen empirically to obtain the desired

classification accuracy.

B.3 Extension for non-discriminatory parameters

Suppose that the means and variances of these distributions are functions of some

additional parameter E which is not itself part of the main discrimination space. This is

common in experimental situations - parameter resolutions often depend on event energy,

for example. Here our dependence on the gaussianity assumption (particularly on the tails of

the likelihood distribution) becomes more critical: non-gaussian tails can drastically change

the expressions below. When in doubt we must return to the original likelihood ratio test

(Equations B.1 or B.2), but the general discussion below can be more broadly informative.

In the E-dependent case the determinants in Equation B.6 cannot be treated as

constants and will introduce dependencies of the test upon E. This could be treated as an

E-dependence of κ, but to retain the intuitive meaning of χ2 we lump these factors into its

definition. This leaves Equation B.8 valid but replaces Equation B.7 with

χ2 = (~x− ~µ(E))T · C−1(E) · (~x− ~µ(E)) +N log det |C(E)|. (B.9)

Even after this modification to χ2 it is not necessarily desirable to apply Equation

B.8 naively. This expression is the correct analog to the likelihood ratio test only if the
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likelihood functions have no further dependence on E beyond the mean and covariance

matrix. If the signal or background rate varies as a function of E (e.g. background rate

varies with energy or position) then the likelihood ratio will further depend on the rate

distributions ρsig(E) and ρbkg(E). In general this leads to a complex dependence of κ on

ρsig(E)/ρbkg(E), but given a likelihood model we can approximate κ(E) using Monte Carlo.

B.4 Beyond the gaussian approximation

The derivation of the χ2 test discussed above depends critically on the assumption

of gaussianity, though the test itself (with κ set empirically) is often very productive even

with significantly non-gaussian distributions. In principle we should perform a full fit to

the likelihood functions and return to the raw likelihood ratio test when in doubt.

Short of that, it is often possible to retain the χ2 formalism in non-gaussian situa-

tions through a “gaussianizing” parameter transformation. Given a variable x with known

1-dimensional distribution ρ(x), then

y ≡ Φ−1

(∫ x

−∞
ρ(x′)dx′

)
, (B.10)

is a standard normally-distributed variable (µ = 0, σ = 1) where Φ(z) = 1
2(1+erf( z√

2
)) is the

normal cumulative distribution function (CDF). If we know the distribution of x a priori,

this transformation is exact and the resulting χ2 is the correct analogue of a likelihood. This

analogy will be less precise if ρ(x) must be determined empirically, but may nonetheless

prove useful in removing lower-order distortions in ρ(x).

In a multi-dimensional problem there is in general no simple way to gaussianize in

all variables – or, rather, no way simpler than performing a likelihood ratio analysis using the

full, multi-dimensional distribution functions. If the multi-dimensional distributions of each

population are generally convex in shape, however, it may be useful (though not necessarily

rigorously correct) to gaussianize independently along each parameter axes. This is unlikely

to be useful for a highly non-convex distribution, e.g. a banana-shape in two dimensions.

Figure B.1 illustrates an example of this sort of analysis, applied to T1Z5 calibra-

tion data from Run 123. The left panel shows the distribution of pfracc for neutron events,

showing the substantial asymmetry of that population. The overlaid curve indicates the

probability density associated with a fitted CDF for this distribution. This fitted CDF was

obtained in two steps: the inner 80% of events were used to compute a kernel-smoothed
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empirical CDF, while the two outer tails were fitted to Pareto distributions. I performed

similar fits for pminrtc and pfracc independently and carrier out a simple χ2 analyses using

the resulting transformed distributions. The right panel shows the clear separation between

neutrons and surface events achieved using this technique. The separation between the two

bulk populations is greater than that from a standard timing or χ2 analysis. Unfortunately,

its performance is limited at very low background levels by the same mis-corrected events

which plague other timing analyses. This technique is promising, but was not pursued for

the primary blind analysis described in this dissertation.

Figure B.1: Left: Distribution of pfracc for neutrons from the Run 123 calibrations of T1Z5,
overlaid with the density function from the associated gaussianization transformation. The
vertical dotted lines bracket the central 80% of events, which are fit with a smoothed
empirical CDF. The outer tails are fitted to Pareto distributions. Right: Distribution of
surface (blue, dark) and neutron (green, light) events in the ∆χ2 discrimination parameter
derived from the transformed parameter distributions.

B.5 Application to CDMS II data

These ideas were applied to CDMS II data during the analysis of the second data

run at Soudan (Run 119). This work was part of a suite of “advanced” timing analyses from

that run, developed to test alternative statistical techniques for surface event rejection. A

simple χ2 cut based upon the methods of Section B.2 was initially explored in parallel by

Joel Sander and Rupak Mahapatra at UCSB and by me. The UCSB group continued to

develop this analysis, which is discussed in detail in Joel Sander’s dissertation [189]. Building

upon this, I developed a similar analysis following Section B.3, attempting to account for

the energy-dependence of the relevant covariance matrices. Both of these analyses were
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conducted in accordance with our criteria for a blind analysis. The timing cut associated

with this energy-dependent (“edep”) χ2 analysis was chosen before unblinding to be the

primary cut for Si detectors in that analysis, and was used to establish the published

WIMP-search limit from that data set [3, 5]. In this Section I give a brief description of the

energy-dependent (“edep”) χ2 analysis initially carried out in that run.

This Section documents work from a previous data run, and is adapted from a

brief internal note on the topic. This analysis was an initial attempt, and does not take

advantage of several improvements in analysis techniques since Run 119.

B.5.1 Characterizing the populations

Event samples

The surface event and nuclear recoil event populations were characterized using

“gold” samples of surface and neutron events from calibration data with radioactive sources.

These events are assumed to accurately represent our surface event backgrounds and signal

events, respectively. All gold events were chosen to pass the standard quality cuts of that

run. The surface sample was composed of 133Ba calibration events satisfying the quality

cuts above and the standard Run 119 surface event cut, given by

• Charge yield below the 5σ gamma band, selected with gband qi R119

• Charge yield (yic) between 0.1 and a detector-specific maximum ([.6 .7 .85 .8 .85 .9

.75 .85 .85 .75 .8 .8] for Z1-Z12)

The neutron sample was composed of 252Cf calibration events satisfying the quality cuts

and

• cNR 119: Standard nuclear recoil band cut (set with qi quantities)

Parameter distributions

Like the basic χ2 analysis, this analysis worked within a three-dimensional param-

eter space defined by pminrtc (primary phonon risetime), pdelc (primary phonon delay),

and pfracc (the ratio of the largest and opposite phonon amplitudes). These parameters

were corrected using a correction algorithm less advanced than that described in Section
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Figure B.2: Distributions of gold surface events from detector T1Z2 in the three phonon
pulse shape parameters, each as a function of recoil energy (pric). Red stars indicate the
fitted mean of each parameter, taken to be constant with energy in this analysis.

3.3.6: the energy dependences of the phonon parameters were corrected out using an ap-

proximate fit function, rather than including energy within the correction table. The Run

119 phonon parameters thus showed greater residual energy dependence than those used in

the bulk of this dissertation.

Figures B.2 and B.3 show the distribution of the gold events in each of these

three phonon pulse shape parameters. Events from the Ge detector T1Z2 are shown. It is

apparent that the parameter variances grow substantially at low energies, particularly for

neutron events. The parameter distributions are also noticeably asymmetrical (particularly

in the case of pfracc). The discrimination power of pfracc is not obvious from these plots,

but arises primarily from its strong anti-correlation with variations in the other two timing

parameters.

Parameter Fits

For each detector and event type (surface or neutron), we compute the mean µb(n)

of each event distribution using an iterative Gaussian fit in each parameter on events passing

simple outlier cuts. This fit excludes outliers at each iteration to provide better stability.
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Figure B.3: Same as Figure B.2 for gold neutron events.

This mean is taken to be constant with energy for simplicity, though this is not precisely

true.

We then divide the gold events into bins in recoil energy: 7-10, 10-20, 20-30, 30-40,

40-50, 60-80, and 80-100 keV. In each bin we compute the covariance matrix with respect

to the fitted mean (not the actual mean within that bin, which has substantial statistical

variation). Figures B.4 and B.5 show the variation of the six independent terms in the

covariance matrix with energy, again for T1Z2. For the variances, we make a least-squares

fit to a function of the form σ2(E) = a + b/E2, where E is the recoil energy (pric) and

a and b are fitting parameters. This form is appropriate for the time at which a pulse

crosses a fixed threshold in the presence of white noise: a term independent of energy

added to a “time jitter” component whose r.m.s. amplitude scales inversely with the slope

of the pulse edge (and thus with its energy). For simplicity, we make the approximation

that the correlations are constant with energy and determine each using a least-squares fit.

Altogether, this procedure fits 12 (3 means, 3 correlations, and 2 parameters fit to each of

3 variances) surface event parameters and 12 neutron parameters to each detector’s gold

events. All of these fits are shown as red curves in the figures.
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Figure B.4: Variation of covariance matrix terms with energy for gold surface events in
T1Z2. Plots labeled “covii” (first row) represent diagonal elements Cii of the covariance
matrix, while those labeled “covij” (second row) show the normalized correlations ρij ≡
Cij/

√
CiiCjj . Red lines show the fits implemented in this analysis.

Figure B.5: Same as Figure B.4 for gold neutrons.



262

Figure B.6: Comparison between χ2 parameters with (“Berkeley”, right) and without
(“Santa Barbara”, left) energy fits for gold neutrons in detector T1Z2. The upper plots
show the distributions of χ2

n versus χ2
b for neutrons of various energies (colors). also shown

are the positions of the final cuts on neutron consistency (black lines) and surface discrim-
ination (red lines), described below. The lower plots show the distributions of neutrons of
various energies in χ2

n. Lower legends show the consistency cut’s passage fraction (fraction
of neutrons with χ2

n < 10) as a function of neutron energy.

B.5.2 χ2 Parameters

These covariance matrices allow us to compute two new RQs for each event:

chi2bedep 119 and chi2nedep 119, χ2s with respect to the surface and neutron popu-

lations, respectively. The parameters themselves are computed with a custom MEX file,

since the operation is difficult to “vector-ize” and the necessary loops are prohibitively

slow in Matlab. The hope of this analysis was that these parameters will perform more

consistently at low energies than those without an energy fit (chi2b 119 and chi2n 119).

Figure B.6 compares the distributions of these parameters and those of the stan-

dard χ2 analysis as functions of energy. The energy-fit parameters show less “spreading”

at low energies than the standard parameters. In particular, the fraction of neutron events

passing a “consistency cut” of the form χ2
n < 10 shows less variation with energy when

implemented with the energy-fit parameters.
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B.5.3 Defining the Cut

Our cut to identify nuclear recoil candidates has two parts:

• A discrimination cut which demands that χ2
b − χ2

n > κ. This is the analogue of a

likelihood ratio test, enforcing that an event be more neutron-like than surface-event-

like.

• A consistency cut which demands that χ2
n < λ. This cut asks that an event be

neutron-like in absolute terms.

The consistency cut should pass the majority of neutron events, but should exclude events

which are dissimilar from the calibration neutron sample. In this analysis the cut was set

to χ2
n < 10, giving a neutron efficiency above 80%. Note that 90% of events should have

χ2 < 10 in a three-variable gaussian distribution; the discrepancy is due to a combination

of fitting errors and the non-gaussianity of the neutron calibration sample.

The discrimination cut is set to a common value κGe,Si for all detectors of a given

substrate type, tuned on the “open” half of the Run 119 133Bs calibration data set. The

cut values were chosen to pass a desired number of surface events in this calibration sample,

chosen to give an expected leakage of ∼ 1 event in the WIMP-search data set. In this case,

we set κGe = 13.26 (the position of the 11th surface event) to allow 10 total leakage events

from 10-100 keV across all “good” Ge detectors (T1Z2, T1Z3, T1Z5, T2Z2, T2Z5) and set

κSi = 16.86 to pass 13 events above 10 keV in the Si detectors (T1Z4, T1Z6, T2Z1, T2Z2,

T2Z4, T2Z6).

B.5.4 Cut Performance

Signal efficiency and expected background

Figures B.7 and B.8 show the efficiency of the cRTChi2Edep 119 cut on calibration

neutrons as a function of energy for Ge and Si ZIPs, respectively. The large differences

in efficiency between detectors have not been explained quantitatively, but this level of

variation was common among the timing cuts in the Run 119 analysis.

Though all timing cuts for this analysis were set to have similar acceptance of

surface events in the calibration data, they did not perform equally in the WIMP-search data

set. The “edep” cut passed substantially fewer surface events than other timing analyses
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Figure B.7: Efficiency of cRTChi2Edep 119 on calibration neutrons in Ge detectors passing
other analysis cuts. Efficiencies computed and fit by Joel Sander.

Figure B.8: Efficiency of cRTChi2Edep 119 on calibration neutrons in Si detectors passing
other analysis cuts. Efficiencies computed and fit by Joel Sander.
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among the veto-anticoincident multiple-scatter events from the WIMP-search data sets: 5

Ge and 4 Si events from 10-100 keV, compared to 14 and 10 for the standard χ2 analysis.

Furthermore, these passing events were distributed fairly uniformly in recoil energy, while

those passing the standard χ2 analysis were concentrated at low energies (like a WIMP

signal). Based on the performance of this cut on WIMP search multiple-scatter events and

the expect singles/multiples ratio, we expected approximately 0.16 ± 0.07 (stat.) ±0.23

(sys.) leakage events in Ge from 10-100 keV over the Run 119 exposure. We also expected

1.2± 0.6 (stat) ±0.2 (syst) events between 7-100 keV in Si.

This analysis was found to have the best expected sensitivity for the Run 119

Si detectors, based upon the simple Monte Carlo study. A series of pseudo-experiments

simulating the Run 119 analysis were thrown for each of the timing cuts, based upon each

cut’s measured efficiencies and an exponential fit to the spectrum of WIMP-search multiple-

scatter events passing that cut. The analyses were judged based upon the median limit

curve expected from these pseudo-experiments in the absence of a signal, and this analysis

performs well by this metric - its lower efficiency at high recoil energies is compensated for

by its leakage performance at low energies. On that basis, the limit curves of this analysis

applied to the silicon ZIPs were chosen for presentation in [3, 5].

WIMP Search Data

When applied to the Run 119 WIMP-search data set, two events (at pric = 8.7

and 10.5 keV) in the Ge detectors passed all cuts in this analysis. Both were in the same

detector (T2Z5) and data set (140616 1450). After unblinding, this data set was discovered

to have occurred in a period of poor detector neutralization. These events are therefore not

interpreted as true WIMP candidates, though they would be included in any WIMP limit

if we had published one from this analysis.

No events passed all cuts in the Si detectors in this energy range. This zero-

background result was used to set the WIMP limit from Si detectors in the R119 publica-

tions.
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Appendix C

Bayesian Background Estimate

Section 7.2 described a model for estimating the expected surface event background

for this analysis. Equations 7.1, 7.2, 7.4, 7.11, and 7.12 relate the expected number of events

within the signal region to the rates of various classes of events outside the signal region.

With a leakage model in place, we are left with a statistical problem: how to compute the

expected total leakage and associated error bar. The error bar is the primary challenge here:

no events pass the timing cut on most detectors in each of these event classes, calling into

question the application of many statistical techniques based on asymptotic assumptions

(e.g. profile likelihood intervals [212]). This framework also contains numerous nuisance

parameters (e.g. the ri’s, which are not of interest themselves) and correlations between

the detectors, all of which complicate a computation using classical statistics.

For these reasons, I follow a Bayesian statistical framework for this calculation.

This Appendix outlines the statistical technique used in this analysis. Its results have been

given in Section 7.2. This discussion follows the computation for the Ge detectors, but the

Si estimate uses the same techniques.

C.1 Statistical background

C.1.1 Frequentist estimation

Most problems of parameter estimation in physics are handled using so-called

frequentist (classical) statistical techniques [252]. Classical statistics conceives of probability

in terms of frequencies of random processes. The most common tool for classical parameter
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estimation is maximum likelihood analysis, a standard technique based upon the likelihood

function,

L(θ) = P (x|θ). (C.1)

The likelihood function represents the probability of observing data set x given model

parameter(s) θ. Our parameter estimate θ̂ is that choice of parameters which maximizes

the likelihood of the observed data, i.e. the parameter values which render the date least

“surprising.” Parameter error bars take the form of “confidence intervals”: parameter

intervals constructed to contain the true parameter value some percentage of the time if the

construction were repeated many times.

Maximum likelihood estimation is the most commonly-used scheme for physics

data analysis, but it has two notable limitations for our purposes:

1. There is no standard way to deal with nuisance parameters: model parameters which

are not part of our final estimate. Nuisance parameters greatly complicate the com-

putation of confidence intervals, and many of the relevant schemes rely heavily on

asymptotic approximations.

2. Some of the useful properties of maximum likelihood estimates (e.g. that they are

unbiased, efficient and normally-distributed) are only asymptotically true themselves.

This can cause issues at low statistics, especially for estimates near boundaries.

Unfortunately, our actual situation for leakage estimation involves numerous nuisance pa-

rameters (the leakage rates on the individual detectors) and is expected to be fairly far from

the asymptotic regime. Statistics are generally very low on any individual detector. Many

detectors show no passing events at all, leading to estimates on the boundary of the allowed

region.

C.1.2 Bayesian estimation

An alternative scheme for parameter estimation comes from Bayesian statistics

[253]. A Bayesian statistician treats probability as an extension of Boolean logic, reflect-

ing a practitioner’s degree of belief in a given proposition. Bayesian statistics agrees with

frequentist reasoning in cases where random processes are involved, but its alternate foun-

dations allow probabilities to be assigned to a wider variety of propositions. Bayesian

reasoning makes no assumptions about asymptotic behavior, but its conclusions depend
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to some extent upon the assumptions one puts in (the “priors”). Under weak assump-

tions, Bayesian estimators asymptotically satisfy many of the same properties as maximum

likelihood estimates.

Bayes’ theorem

A Bayesian calculation centers around Bayes’ theorem, which describes how to

update one’s existing degree of belief in a proposition (the “prior”) based upon the results

of an experiment. For our purposes, we can write Bayes’ theorem as follows:

P (θ|x, I) = P (x|θ, I)
P (θ|I)
P (x|I)

. (C.2)

• x is the observed data, which may consist of several measurements.

• I represents all of the information and assumptions we had going into the problem,

i.e. our “prior knowlege”. This may come from previous measurements or from vaguer

preconceptions.

• P (x|θ, I) is the likelihood distribution, giving the probability of the observed data

given the model.

• P (θ|x, I) is the posterior distribution, describing our degree of belief in the proposition

given the data and our prior knowledge.

• P (θ|I) is the prior distribution, encoding the effects of our assumptions and prior

information about the problem on the model parameters.

• P (x|I) is essentially a normalization factor, ensuring that the posterior sums (or

integrates) to unity.

We will usually suppress I from our discussions (as most authors do), but I include it here to

illustrate that the prior is not qualitatively different from the other terms in this expression

- it’s just another conditional probability.

The primary controversy about Bayesian methods concerns the choice of prior dis-

tribution, which strikes many as inappropriately subjective. If we have a significant amount

of data then a “reasonable” prior should make essentially no difference to a calculation’s

outcome. If we are very low on statistics or are using a particularly narrow prior, however,

our choice of prior information will influence the result significantly (as it must). Various
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forms of “uninformative” prior have been suggested to express a complete lack of knowledge

and objectivity, but none are perfect. Ideally our priors should reflect our actual beliefs, but

care must be taken that they do not take unwarranted control of our conclusions. For this

analysis I attempt to sidestep the frequentist-Bayesian controversy by choosing the prior

distributions in accordance with frequentist principles; this process is described further

below.

Parameter estimates

A Bayesian parameter estimation problem produces the posterior probability dis-

tribution P (θ|x, I), expressing the practitioner’s updated degree of belief in each choice of

parameters. If we wish to extract a single parameter estimate from this function, we can

choose its median or mean. The analogue of a confidence interval or error bar is a “cred-

ibility interval”: a parameter volume containing a given fraction of the total probability.

In more precise terms, a p-credibility interval is a volume V of parameter space satisfying∫
V dθ P (θ|x, I) = p. Like confidence intervals, credibility intervals are not uniquely defined.

One useful property of Bayesian reasoning is that it makes the inclusion of nui-

sance parameters essentially trivial. We simply integrate our posterior over the nuisance

parameters to get the marginal distribution for the parameter(s) we want. If we have a

nuisance parameter µ, for example, we proceed as follows:

P (θ|x, I) =
∫
dµP (θ, µ|x, I). (C.3)

In practice, Bayesian estimation thus amounts to a high-dimensional integration problem.

Such integrals are difficult (or impossible) to perform analytically, but are often numerically

tractable on modern computers.

A very useful concept in Bayesian methods is that of the “conjugate prior,” a

parameterized family of priors associated with a given likelihood function. If we choose

our prior from the family of conjugate priors appropriate to our likelihood function, then

the posterior will also be a member of that family (possibly with different parameters).

Because of this great computational convenience, one generally chooses a prior distribution

from among the family of conjugate priors whenever possible.
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C.2 Useful Bayesian estimates

In this Section I outline a few useful Bayesian parameter estimation schemes. We

will make use of these methods and techniques in the following Section.

C.2.1 Poisson distribution

Equation 7.1 and the various expressions for the pass/fail ratios ri are functions of

the expected counts of various event populations: 〈bi〉, 〈Bi〉, etc. For each of these quantities

we have a single observed count of events, from which we must estimate the expectation

value. The core of this scheme is thus the Bayesian estimate of the rate parameter of a

Poisson distribution. Given an observed count of n events from a Poisson distribution with

expectation value ρ, the likelihood function is

P (n|ρ) =
ρne−ρ

n!
. (C.4)

To compute a posterior distribution we need a choice of prior P (ρ) ≡ P (ρ|I).

To start with, we can seek objectivity through the use of “uninformative” (or at least

minimally-informative) priors. One interesting class of priors are those of the form P (ρ) ∝
ρc. We are free to choose other forms, of course, but any prior outside of this class seems

relatively “informative.” All members of this class are “improper priors”: they cannot be

normalized to have a unit integral. This isn’t a problem as long as the resulting posterior

distributions can be normalized. The scale-invariant choice c = −1 (the “Jaynes prior”) is

particularly appealing, since it is independent of our choice of time units for measuring the

Poisson process. Steve Yellin has also argued in favor of this choice based upon ensuring

the invariance of estimates when partitioning a Poisson time stream into several shorter

streams.

If we use a prior from this class and observe n counts from a Poisson process, the

resulting normalized posterior for the expected rate ρ = 〈n〉 is:

P (ρ|n, c) =
P (n|ρ)P (ρ|c)∫
dρP (n|ρ)P (ρ|c)

=
ρn+ce−ρ

Γ(n+ c+ 1)
. (C.5)

Note that this posterior can only be normalized for all n if c > −1. The value c = −1 itself

leads to a posterior that cannot be normalized in the case of zero observed events.

Taking the expectation value of the distribution from Equation C.5, we find

〈ρ〉c =
Γ(n+ c+ 2)
Γ(n+ c+ 1)

= n+ c+ 1. (C.6)
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This illustrates the practical meaning of c: higher values of c amount to greater expectation

values for a given number of observed counts. The Jaynes prior is the most obviously

unbiased choice, since then 〈ρ〉 = n ∀n. Unfortunately, it achieves this by making a fairly

strong assumption: asserting a certainty of zero count rate for zero observed counts. Higher

values of c maintain normalization and avoid this effect at the price of increased apparent

bias. For now, we show the effect of a range of choices of prior (−1 < c < −1/2) and make

our selection later.

The conjugate prior of the Poisson distribution is the gamma distribution:

Pγ(x|α, θ) =
xα−1e−x/θ

θαΓ(α)
. (C.7)

Adding a single observation of N counts takes this gamma distribution to a new one, with

α → α + N and 1/θ → 1/θ + 1. The xc family of priors is a limiting form of the gamma

distribution as θ →∞ (α→ c+ 1). This enables rapid sampling of Poisson posteriors using

standard random number generators (e.g. Matlab’s gamrnd).

C.2.2 Binomial distribution

Our leakage estimate also makes use of the binomial distribution in the definition

of the phonon-face fractions Φi. Its likelihood function is

P (x|N, s) =
(
N

x

)
sx(1− s)N−x, (C.8)

where s is the probability of “success” and we have observed x successes in N total trials.

The conjugate prior of the binomial distribution is the beta distribution:

Pβ(x|α, β) = xα−1(1− x)β−1 Γ(α+ β)
Γ(α)Γ(β)

. (C.9)

Random numbers from this distribution are also easily thrown in Matlab using the betarnd

function. An observation of x successes in N trials takes α→ α+ x, β → β + (N − x).

There are at least two common choices of “uninformative” prior. The equivalent

of the Jaynes prior (i.e. based on scale invariance) is P (s) ∝ s−1(1 − s)−1, or α, β → 0.

We may also consider the constant prior P (s) = 1, corresponding to α = β = 0. Note that

the Jaynes prior favors s = 0 or s = 1 after a single observation and leads to an improper

posterior in this case. The constant prior corresponds to the posterior from a Jaynes prior

after observing a single success and a single failure.
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C.3 Posterior distributions

Using the formalism developed above, we determine posterior distributions from

the various background estimation formulas using a simple Monte Carlo simulation. The

general scheme is to throw a large number of trials which follow the posterior distribution

for the total expected background 〈n〉. It is not necessary, however, to draw these trials

from the complicated posterior for 〈n〉 itself – it is completely equivalent to draw from the

simpler posteriors for the component Poisson and binomial quantities. The distribution of

the total background is identical in both cases, but many throws from a simple distribution

can be orders of magnitude faster than one throw from a complicated distribution.

More explicitly, we proceed as follows:

1. Using the observed counts Ni, bi, Bi , etc. and assumed priors, compute posterior

distributions for the corresponding Poisson parameters: 〈Ni〉, 〈bi〉, 〈Bi〉, etc. These

posterior distributions take the form of gamma distributions and express our degree

of belief in various values of the Poisson means. We treat the binomial parameters Φi

and φi similarly, computing posterior beta distributions for them.

2. Throw some large number T of Monte Carlo trials based on the posteriors for these

individual parameters. These trials map out the posteriors according to the informa-

tion from the experiment (and the priors). This is easily done in Matlab using gamrnd

and betarnd.

3. For each trial giving values of 〈Ni〉, etc. for each detector, we compute a trial value of

〈n〉 according to Equation 7.2 and its brethren. Note that this merely involves a couple

of fast vector arithmetic operations. These trials will follow the same distribution we

would have obtained by solving for for P (〈n〉|data, I), but are much faster to compute.

4. Finally, we take our parameter estimate 〈n̂〉 to be the median of the trials of 〈n〉. The

ends of the 1σ error bars are taken to be at the 15.86% and 84.14% points along the

cumulative distribution this quantity. We could also have chosen our estimate as the

mean of the posterior, but the median is invariant under parameter transformations

and is less affected by long tails.

This whole scheme amounts to generating a large number of gamma- and beta-distributed

random numbers and performing a few vectorized operations upon them.
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This points to a general strategy for this sort of problem: avoid complicated

integrals and throw your Monte Carlo at the earliest, simplest stage possible. The quality of

the resulting approximation to the posterior will still improve as 1/
√
N forN complete trials,

regardless of whether we draw from the simple initial distributions or the more complex

later ones. Note also that the dimension of the problem (i.e. the number of detectors)

only matters insofar as it makes each trial harder to generate, so the computation of the

posterior scales only linearly with dimension.

Method 1 Figure C.1 shows the sampled posterior distributions for the Method 1 leak-

age (Equation 7.2) as determined by this scheme. Each full Monte Carlo throw includes 36

random numbers for each. We plot results for several choices of prior exponent c, with some

a priori preference for the more negative values. The leakage posteriors are affected signif-

icantly by the choice of prior, as expected for such low statistics, but a limit is approached

as c→ −1.
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Figure C.1: Comparison of posterior distributions for the internal Ge detectors using
“Method 1”. The histograms represent posterior PDFs from 100,000 trials each, computed
with a variety of Poisson priors c. The legend shows credible intervals for ±1σ (±34.13%)
from the median.

Method 2 We can do much the same for Equation 7.4. Each detector trial we throw

now contains a total of 65 random numbers: all of the Poisson quantities in Equation
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7.4, one binomial throw for each Φi, and throws of four Poisson rates (two numerators

and two denominators) with which to construct αP and αQ. The correlations introduced

among detectors by αP and αQ introduces a new wrinkle into our analysis. This would

require significant care in a frequentist computation but is easily handled in a Monte Carlo

implementation: just use the same values of the correlated parameters for all detectors

within a single trial. Figure C.2 shows the posterior distributions for the internal detectors

using Method 2 for several test priors c.
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Figure C.2: Comparison of posterior distributions for the internal Ge detectors using
“Method 2”. The histograms represent posterior PDFs from 100,000 trials each, computed
with a variety of Poisson priors c. The legend shows credible intervals for ±1σ (±34.13%)
from the median.

Endcaps We can apply the same methods trivially to the endcap detectors, using Equa-

tions 7.11 and 7.12. Note that we can easily generate the endcaps alongside the Monte

Carlo for the interior detectors, thus automatically accounting for any correlation among

their leakage estimates due to Φi, αP or αQ. Figure C.3 shows expected leakages from the

three endcap detectors (T3Z6, T4Z6, and T5Z1) under our assortment of power-law priors.
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Figure C.3: Comparison of posterior distributions for the summed endcap Ge detectors
using Equations 7.11 and 7.12. The histograms represent posterior PDFs from 100,000
trials each, computed with a variety of Poisson priors c. The legend shows credible intervals
for ±1σ (±34.13%) from the median.

C.4 Choice of priors

As shown in Figures C.1, C.2, and C.3, our choice of a value for c clearly affects our

leakage estimate substantially. We don’t have enough knowledge to make a truly informed

choice of prior, but some choices would clearly bias our leakage estimate. To address this

ambiguity, I choose these priors in accordance with classical statistical criteria. For each

background estimation scheme, I choose a value of c which minimizes the mean bias of the

corresponding estimate and ensures proper coverage for our error bars. Once these criteria

are approximately met, any lingering bias or undercoverage can be added in as an additional

systematic error.

I evaluate these classical attributes for each estimator through the use of a simple

Monte Carlo:

1. Select values for the “true” expectation values of the various parameters in our model.

These should be chosen close to the observed values, but with some variation to sample

nearby parameter space.

2. Generate several (generally 25,000) mock data sets for our observed counts based upon

these Poisson parameters.
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3. For each mock data set, apply the background estimator to compute the leakage

estimate and 1σ credible interval for each of several values of the prior parameter c.

4. Use these estimates to evaluate the bias (mean difference between the median inferred

leakage and the true leakage) and coverage (percentage of mock sets for which the true

parameter lies within the credibility interval) of our estimates.

5. Choose the value of c which approximately minimizes the bias. If the coverage of

the method is low or if the bias varies substantially between several nearby “true”

expectation values, add a systematic error to account for the bias or under-coverage.

Method 1 For Method 1, this Monte Carlo includes three choices of “true” Poisson

expectation values which are close to the observed values:

1. All detectors assumed identical, all parameters set to their mean values across the

detectors. This gives 〈n〉 = 0.41, a bit lower than the estimate of 0.58 from the actual

data at c ∼ −0.97. The bias vanishes at c = −0.97, where the 1σ credible interval has

67% coverage.

2. All detectors assumed identical, with 〈bi〉 tweaked upward to give a total leakage

estimate of 〈n〉 = 0.58. Again, the bias vanishes near c = −0.97 where the credible

interval has ∼ 67% coverage.

3. Same as above, but with the total background of 〈n〉 = 0.58 lumped onto one detector.

All the rest have 〈bi〉 = 0. Here the bias vanishes near c = −0.96 where the credible

interval has 66% coverage.

The associated leakage and coverage curves are shown in Figure C.4. We take c = −0.97 as

our bias-minimizing value, with a systematic error of ±0.02 event to account for variation

among these three choices.

Method 2 We do much the same for Method 2 with a somewhat different set of choices:

1. All detectors assumed identical, with all parameters set to their mean values across

the detectors. This gives 〈n〉 = 0.32.

2. All detectors assumed identical, with 〈mP,i〉 and 〈mQ,i〉 tripled to give 〈n〉 = 0.96.
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Figure C.4: Left: Median bias (median parameter estimate - true value) as a function of
the prior exponent c for each of the Method 1 Ge trial cases described in the text.Right:
Coverage (fraction of ±1σ credibility intervals containing the true value) as a function of
the prior exponent c for each of the three trial cases described in the text. In both plots,
the horizontal dotted line indicates the metric’s target value (no bias, exact coverage) and
the vertical dotted line indicates our choice of c.

3. All leakage in one detector: same as #1, but with 12× 〈mP,i〉 and 〈mQ,i〉 in one

detector and zero in rest. This gives 〈n〉 = 0.32.

4. All detectors assumed identical as in #1, but allowing Φi to vary between detectors

to the observed values. This gives 〈n〉 = 0.30.

The associated leakage and coverage curves are shown in Figure C.5. We take c = −0.98 as

our bias-minimizing value, with a systematic error of ±0.05 event to account for variation

among these three choices.

Endcaps The procedure is much the same for the endcaps, but due to the small number

of detectors we assign the various test cases somewhat differently:

1. All expected counts are taken to equal the observed counts, but we assign an ex-

pectation of 0.25 events in all cases where zero were observed. This increases the

contributions of T3Z6 and T5Z1. Total leakage for this case is 0.71 events.

2. All expected counts are taken to equal the observed counts, but we assign an expec-

tation of 0.1 events in all cases where zero were observed. Total leakage for this case

is 0.50 events.
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Figure C.5: Same as Figure C.4 but for the Method 2 estimate of the interior Ge detectors.

3. All expected counts are taken to equal the observed counts, but we halve the contri-

bution of T3Z6 (2 → 1) and assign an expectation of 0.03 events in all cases where

zero were observed. Total leakage for this case is 0.22 events.

The associated leakage and coverage curves are shown in Figure C.6. We take c = −0.95 as

our bias-minimizing value, with a systematic error of ±0.05 event to account for variation

among these three choices.
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Figure C.6: Same as Figure C.4 but for the summed endcap Ge detectors. In this case I
was forced to use the median bias rather than the mean, due to occasional division-by-zero
issues.



279

C.5 Combined estimate

C.5.1 Internal Ge detectors

For the internal Ge detectors, we now have two different posterior distributions

for ri (Figures C.1 and C.2) that we would like to combine into a single distribution before

computing the total leakage 〈nint Ge〉. From the Bayesian point of view, the ideal solution is

to take the posterior of one method as the prior for the next. This satisfies the expectation

that each of these estimates represents a portion of a single chain of reasoning, but in

practice would increase the problem’s numerical complexity enormously.

In the case of uncorrelated estimates and consistent priors, a simple alternative is

to multiply the resulting posterior distributions to produce a joint posterior. The subtlety

here lies in the consistency of the priors: identical priors for the raw Poisson parameters

may not correspond to identical states of knowledge about the leakages themselves. I press

on in this direction nonetheless, trusting that this is unlikely to be a dominant effect upon

our estimate or its error bars at the level of accuracy we require.

I cannot simply multiply the two posteriors for 〈n(1)
int Ge〉 and 〈n(1)

int Ge〉 because

they are correlated by the common quantities 〈Ni〉. Instead, I follow a modified version of

a Monte Carlo procedure suggested by Steve Yellin for efficiently combining such correlated

estimates:

1. Throw a set of T iterations of the full set of correlating variables in accordance with

their posterior probability distributions. In this case the correlating variables are the

12 values 〈Ni〉 and I take T = 105, so this is a 12 × 105 matrix of values. Each is

thrown from the appropriate posterior (Equation C.5) for c = −0.97 and the observed

event counts Ni.

2. For each of these T iterations of the correlating quantities, compute the posterior

distributions for 〈n(1,2)
int Ge〉. Multiply these and normalize to get the joint posterior

distribution appropriate to that choice of correlating variables. This multiplication

is acceptable because the two distributions are uncorrelated at fixed values of the

correlating quantities. We now have a combined posterior distribution for each of the

T iterations of the correlating quantities.

3. Sum over this set of posteriors and divide by T to get a single joint posterior for

〈nint Ge〉. This step incorporates the distributions for the correlating variables.
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Note that any systematic error not shared by both methods – i.e. the systematics on αP,Q,

but not those related to the difference between single- and multiple-scatter events – should

be included before carrying out this Monte Carlo. This method was used to generate the

combined interior Ge result given in Equation 7.10.

C.5.2 Total Ge estimate

The procedure above extends easily to the calculation of the total (interior+endcap)

Ge background estimate. The interior and endcap estimates are relatively independent: only

αP and αQ are included as correlating variables. After combining the interior and endcap

estimates using this Monte Carlo technique, we obtain the total Ge result given in Equation

7.17.
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